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Chapter 1

Introduction

In 1872, Felix Klein posed the following question. "Given a multiplicity

and a group, to study the beings from the point of view of properties

that are not altered by the transformations of the group... this can also

be expressed as follows: given a multiplicity and a transformation group;

develop the theory of invariants relative to this group" ([23]).

Felix Klein

In these notes on vector, quadratic, and Hermitian geometry, we illustrate this visionary viewpoint by

classifying geometric objects via invariants under various group actions (invariant factors, similarity

invariants, discriminant, index, signature...).

We strive to do so in a concrete manner, i.e., with methods that lead to algorithms. It is indeed better to

know how to construct an object than to simply know of its existence. The aim of the course, however,

is not to provide optimized programs in terms of efficiency (that’s another subject, and interesting at

that!), but to explore the how-to. One quickly encounters the numerical flaws of typical pivot algorithms.

It is not, however, about giving formally constructivist methods ([6]) but about providing as much as

possible existence theorems that can explicitly lead to the construction of the object in question, for

example, through a computer.

The material of this book is more or less classical, only the perspective being somehow more original.

The titles of the (few) chapters whose content is less classical are followed by an asterisk ∗. For the

convenience of the reader, we have included some wellknown general results in the chapters beginning by

"Reminder of. . . ".

We strongly advise the reader to implement the various algorithms on a machine: this will allow them

to verify that they have thoroughly understood the proofs. On our part, we have used the SAGEMATH

13
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program, based on Python.

I extend my warm thanks to Peter Haïssinki who kindly provided his beautiful notes on the quadratic

part, notes on which I relied heavily for a first version of the text, and to Olivier Debarre for his examples

of endomorphism reduction.

Photo credits: ChronoMaths, Flickr user Duncan, Patrick Fradin, Marcel Gotlib, UQAM, Wikipedia.

1.1 Conventions

Unless expressly stated otherwise, the rings are assumed to be commutative

and with an identity, generally denoted R. They are assumed, unless explicitly

stated otherwise, to be non-zero, i.e., 1 ̸= 0. Their multiplicative group of units

is denoted R×.

This grants them the following property: Every ring admits a proper maximal ideal for inclusion, a result

we shall consider as an axiom (in this generality, this is equivalent to the axiom of choice).

Otherwise, the reader will easily demonstrate this by applying Zorn’s Lemma to the set of proper ideals

of R (1.3). In practice, it can often be dispensed with if one really insists. Naturally, it will only be

used for existence theorems: it has no algorithmic value. Zorn’s Lemma also allows us to demonstrate,

essentially formally, that, just as Q is contained in C, any field k is contained in an algebraically closed

field Ω.

It will be used without further specification. The key to this result is the elementary fact that every

polynomial with coefficients in k has a root in some possibly larger field K. The existence of Ω then

formally follows from the existence of maximal ideals in any non-zero rings. However, readers who dislike

the axiom of choice will check that the existence of the aforementioned fields K suffices for us and that

the existence of Ω is just a convenience of language, in fact.

1.2 Prerequisites

No other knowledge of linear algebra is assumed beyond the basics of dimension theory, the relationship

between matrices and endomorphisms, and the elementary properties of the determinant (notion of

characteristic polynomial and eigenvalue included). The reader is assumed to be familiar with the Gauss

elimination method. Readers who have studied the theory in the context of real or complex vector spaces

will make an effort to accept (or verify) that nothing changes on an arbitrary field.

In general, it is recalled that line and column operations on rectangular matrices with coefficients in a

ring R are obtained by multiplication on the right or left by transvections Ti,j(r) = Id+rEi,j , i ̸= j

(where Ei,j is the standard square matrix with all coefficients zero except the one at row i and column

j, which is 1), line or column permutations by permutation matrices Mσ (defined by Mi,j = δi,σ(j) for
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Transvection T1,2(2)

every permutation σ ∈ Sn)1, these matrices being invertible (of determinant ±1). The multiplication of a

principal pivot by a scalar r is achieved by product with a elementary dilatation D(r) = Id+(r− 1)E1,1,

which is invertible as long as r is. Geometrically, both transvections and dilatations add to a given vector
∑
xjej the vector of constant direction ei with "algebraic length" a constant multiple of xj .

From a general point of view, the reader is assumed to be familiar with the general definitions of rings,

ideals. . . . More specifically, besides the notion of a field, the notion of a principal ring (integral with all

ideals generated by one element), at least in the case of Z and k[T], is assumed known. To make reading

easier, a proof of the main results will be given in the chapter on factorial rings (11). For the most

part, we will use two things: Bézout’s identity and the fact that a principal ring is factorial (11.2.1.6)

(existence and uniqueness, apart from order, of decomposition into irreducible factors), which allows us

to relate the notion of GCD both to the decomposition into irreducible factors and to Bézout’s identity.

For convenience of the reader, we recall the notion of quotient (3.6).

1.3 Complement: Zorn’s Lemma and application

Let E be a (partially) ordered set. We can think, for example, of the set of subsets of a given set ordered

by inclusion. But there are many other examples.

Definition 1.3.0.1. We say that E is inductive if every non-empty totally ordered part has an upper

bound in E.

Example(s) 1.3.0.2. R equipped with the usual order relation is not inductive. Similarly, the set of

intervals [0, x[, x ∈ R ordered by inclusion is not inductive. On the other hand, the set of subsets of a set

ordered by inclusion is inductive.

1where δi,j is the Kronecker symbol equal to 1 if i = j and 0 if not.
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Max Zorn

Lemma 1.3.0.3 (Zorn’s lemma). Every non-empty inductive set has a maxi-

mal element.

This lemma can be seen as an axiom of set theory, in fact equivalent to the axiom of choice: if (Ei) is a

non-empty family of sets, then
∏

Ei is non-empty. We will consider it as such.

Corollary 1.3.0.4. Every non-zero ring has a maximal ideal. More generally, every proper ideal of a

ring is contained in a maximal ideal.

Proof. Let E be the family of proper ideals of A containing a given proper ideal J (for instance J = {0}
because our rings are nonzero). Because J is proper, E is non-empty. Obviously, E is inductive: the

union of a totally ordered family of proper ideals is still a proper ideal, which is an upper bound. Zorn’s

lemma finishes the job.



Part I

Reduction of endomorphisms

17





Chapter 2

Warm-up: review on basic linear

algebra

2.1 Perspective

The purpose of this introductive chapter is to prove the main theorems of

Euclidean and general linear geometry in the real plane E. Our motivation

is twice. First to refresh general linear algebra knowledge in this elementary

context. Second, more fundamentally, to emphasize that almost all problems

of linear algebras appear in dimension ≤ 2. We’ll see in many occasions that

the general case follows from this small dimension study. In fact this simple

observation is quite deep as the reader will see in the next coming years, for

instance if he has to look at the theory of Lie or algebraic groups where the

role of the 2 by 2 matrices of SL2 is crucial.

19
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2.2 Euclidean plane

We start with a "physical" perspective, namely we assume that our real plane E (n = dim(E) = 2) has

a metric, meaning a scalar product 



E× E → R

(v, w) 7→ ⟨v, w⟩
Recall that this means that this map is linear in each variable and posoitve definite (or > 0 for short):

q(v) = ⟨v, v⟩ > 0 unless v = 0.

Definition 2.2.0.1. A Euclidean space is a real finite-dimensional vector space equipped with a scalar

product. An isometry of Euclidean spaces is a linear isomorphism preserving the scalar products. An

isometric endomorphism of positive determinant is called a rotation.

Of course the typical examples are E = C with

⟨z, z′⟩ = Re(zz′)

or R2 endowed with the standard scalar product

⟨(v1, v2), (w1, w2)⟩ = v1w1 + v2w2,

both being canonically isomorphic.

The set of isometries (resp. rotations) is a subgroup O2(E) of GL2(E) (resp. SO2(E) of SL2(E))1.

2.2.1 Euclidean Norm

Proposition 2.2.1.1 (Cauchy-Schwartz). Let v, w ∈ E and let us write ∥v∥ =
√
∥v∥.

1. One has ⟨v, w⟩ ≤ ∥v∥∥w∥ with equality if and only if v, w are positively colinear.

2. One has |⟨v, w⟩| ≤ ∥v∥∥w∥ with equality if and only if v, w are colinear.

Proof. We may assume v and w are non-zero. The Cauchy-Schwartz inequality (1) is nothing but the

inequality

2− 2⟨v/∥v∥, w/∥w∥⟩ = q(v/∥v∥ − w/∥w∥) ≥ 0

with equality if and only if v/∥v∥ − w/∥w∥ = 0, namely if v, w are positively colinear. We get (2) from

(1) changing w in −w.

1As usual, we’ll simply write O2(R) (resp. SO2(R)) for O2(E) (resp. for SO2(E)) when E is the standard Euclidean

plane R2
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Theorem 2.2.1.2. The mapping v 7→ ∥v∥ is a norm called the Euclidean norm.

Proof. We define, for v ∈ E, ∥v∥ = ⟨v, v⟩. As q is positive definite, to show that ∥ · ∥ is a norm, it suffices

to verify the triangle inequality

(∥v∥+ ∥w∥)2 − ∥v + w∥2 = ∥v∥2 + 2∥v∥∥w∥+ ∥w∥2 − ∥v∥2 − 2⟨v, w⟩ − ∥w∥2

= 2∥v∥∥w∥ − 2⟨v, w⟩
(by Cauchy-Schwartz) ≥ 0

One immediately checks the important property of the Euclidean norm: the median equality

For any x, y ∈ E, ∥x+ y∥2 + ∥x− y∥2 = 2(∥x∥2 + ∥y∥2).

2.2.2 Non oriented angle of pair of vectors or lines

By Cauchy-Schwartz inequality, the absolute value of the scalar product of two unit vectors is ≤ 1

therefore can define the angle (̂v, w) between two nonzero vectors v, w by the formula

(̂v, w) = arccos⟨ v

∥v∥ ,
w

∥w∥⟩

thought as an element of R/2πZ defined up to sign.

Thanks to trigonometry formulae, we obtain the usual formula from elementary geometry (the Chasles

formula)
̂(v1, v2) + ̂(v2, v3) = ̂(v1, v3).

Of course, the parity of the arccos function and the homogeneity of the scalar product ensures that the

non oriented angle of two non zero vector neither depends on their order or on any nonzero multiple of

them. This allows to define the (non oriented) angle of two lines ℓ1, ℓ2 by the non oriented angle of any

vector basis of them, no matter the order of the lines.

Remark(s) 2.2.2.1. Rather that "angle" we should have said "measure of the angle" in an Euclidean

plane (see 2.2.5.6).
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2.2.3 Orthogonality in oriented Euclidean planes

If ℓ is a line (dimension d = 1), its orthogonal ℓ⊥ has equation ⟨., v⟩ = 0 for any chosen basis v of ℓ and

therefore has dimension dim(ℓ⊥) = n− d = 1 (see 12.2.3 for the general case).

Remark(s) 2.2.3.1. Let us recall that two bases of some finite dimensional vector space define the same

orientation if the determinant of the base change matrix is > 0. An orientation is then defined by a basis

defined up to the action of the group of matrix of positive determinant GL+(R). These bases are said

positively oriented or direct.

For instance, if we change the order of a basis of the plane, we change the orientation of the plane. There-

fore, given a normed vector v of an oriented Euclidean plane, there exists a unique positive orthonormal

basis of the plane (v, w).

Notice that GL+(R) is connected (13.6.0.2). It follows that orientation is the only way to assign a

continuous sign to any basis of E.

Because a line has obviously only two opposite normed vectors, we get just like in high school

Proposition 2.2.3.2. Let E be an oriented Euclidean plane. For any normed vector v ∈ E, there exists

a unique normed vector v⊥ such that (v, v⊥) is a positively oriented orthonormal basis.

In the standard Euclidean plane R2 with the usual orientation defined by the canonical basis, we have

explicitly for v = (a, b), a2 + b2 = 1 the usual formula v⊥ = (−b, a).

We indeed have defined an algorithm, which will be heavily generalized: if we

start with an arbitrary basis (v1, v2) of E, there exists a unique orthonormal

basis (e1 = v1/∥v1∥, e2 = e⊥1 ) such that e1 ∈ Rv1 and (e2, v2) > 0: this is the

Gram-Schmidt process in the plane (see 12.2.5.1 in general).

The following statement is well-known and useful.

Proposition 2.2.3.3. 1. A morphism of Euclidean spaces (of any dimension) is an isometry (resp. a

rotation) if and only if it maps an orthonormal (resp. direct orthonormal) basis to an orthonormal

(resp. direct orthonormal) basis.

2. An endomorphism f of an Euclidean space (of any dimension) is an isometry if and only if its matrix

M with respect to (any) orthonormal basis satisfies tMM = Id
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3. The determinant of an isometry is ±1. The determinant of a rotation is +1.

Proof. We assume the existence of orthonormal basis for granted in general (see 12.2.5.1). (1) is a direct

consequence of the bilinearity of the sclar product.

(2) If (ei) is our orthonormal basis, one has f isometry if and only if

(Id)i,j = δi,j = ⟨f(ei), f(ej)⟩ = ⟨
∑

ma,iea,
∑

mb,jeb =
∑

a

ma,ima,j =⟩ = (tMM)i,j

proving (2).

(3) Follows from (2) and the multiplicativity of the determinant.

We get the well-known formula

SOn(R) = {M|tMM = Id and det(M) = 1}

Because the base change morphism between two orthonormal bases is an isometry, we get

Corollary 2.2.3.4. Two Euclidean planes are (non canonically) isomorphic.

2.2.4 Oriented angles of vectors

Let E be an oriented Euclidean plane. Using the above results, we can define the oriented angle of two non

zero vectors v, w as follows. If v, w are normed, one has a unique writing w = av+ bv⊥ with a2 + b2 = 1.

Therefore, there exists a unique
̂̂
(v, w) ∈ R/2πZ such that

(a, b) = (cos(
̂̂
(v, w)), sin(

̂̂
(v, w))

Because ⟨w, v⟩ = a, one has
̂̂
(v, w) = |(̂v, w)|.

In the general case, one defines
̂̂

( v
∥v∥ ,

w
∥w∥ ) ∈ R/2πZ.

Remark(s) 2.2.4.1. By construction, if θ is the oriented angle between two normed vectors v, w, the

base change matrix from (v, v⊥) to (w,w⊥) is Rθ =


cos(θ) − sin(θ)

sin(θ) cos(θ)


. The addition formulas for the

trigonometric functions sin, cos give the important formula

Rθ ◦ Rθ′ = Rθ+θ′
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Of course, we again obtain the usual formula of elementary geometry like the Chasles formula

̂̂
(v1, v2) +

̂̂
(v2, v3) =

̂̂
(v1, v3).

2.2.5 Isometries

Let E be an oriented Euclidean plane.

Proposition 2.2.5.1. Let v, w be two normed vectors and θ =
̂̂
(v, w).

1. There exists a unique rotation ρθ mapping v to w whose matrix in any direct orthonormal basis is

Rθ.

2. One has

cos((̂v, w)) = ⟨w, ρ(w)⟩ = cos(θ) =
tr(ρv,w)

2
.

Proof. (1) The base change morphism from (v, v⊥) to (w,w⊥) is definitely a positive isometry, that is a

rotation ρ giving the existence. Conversely any isometry mapping v to w maps v⊥ to ±v⊥ and therefore to

w⊥ if it is positive giving the uniqueness. The matrix of ρθ in (v, v⊥) is Rθ (cf. (2.2.4.1)). If B = (v1, v2)

is another direct orthonormal basis, the base change matrix from (v, v⊥) to B is Rα (2.2.4.1). Therefore

Mat(B, ρ) = R−1
α ◦ Rθ ◦ Rα = R(−α+ θ + α) = Rθ

proving (1).

Let us chose any orientation on E. By (2.2.3.2), one can assume v = e1 is the first vector of an orthonormal

basis (e1, e2). Because w is a unit vector, it can be written as w = cos(θ)e1 + sin(θ)e2 for a uniquely

defined θ ∈ R/2πZ. But w,w′ = − sin(θ)e1 + cos(θ)e2 is the unique direct orthonormal basis with first

vector w. Therefore the endomorphism ρ mapping (e1, e2). to (w,w′) is the unique relevant positive

isometry.

(2) follows directly from the proof of (1).

To specify the structure of isometries, let us choose a direct orthonormal basis B of E. We will identify

any endomorphism f with its matrix in B.

Corollary 2.2.5.2. 1. The map θ 7→ ρθ defines an isomorphism

R/2πZ ≃ SO(E)

2. ρθ is complex diagonalizable with complex eigenvalues are exp(±iθ).
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3. ρθ is real diagonalizable if and only if θ ≡ 0 mod (2π) or θ ≡ 0 mod (2π) that is to say it is equal

ρθ = ± Id.

4. The matrices negatives isometries are orthogonal symetries.

Proof. Only the last point has not be proven yet. Let B = (e1, e2) be a direct orthonormal basis and

S0 =


0 1

1 0


 be the matrix of the orthogonal symmetry along the (second) diagonal R(e1 + e2). Then,

for any negative isometry, the product of S0 by its matrix S is some rotation S0S = Rθ. We get

R = S0Rθ =


sin(θ) cos(θ)

cos(θ) − sin(θ)




whose square is Id by direct calculation.

From this, one recover any elementary facts about plane isometries known for the highschool time (see

12.6.2.3 in the general case).

Remark(s) 2.2.5.3. If one prefers the identification E ∼ C with its orthogonal basis (1, i), the corre-

sponding statement is that rotations are as usual of the form θ 7→ exp(iθ)z and symetries of the form

θ 7→ exp(iθ)z.

Exercise(s) 2.2.5.4. Show that the application which associates to an an orthogonal symmetry its in-

variant vector line is a bijection from the set of symmetries onto the set of vector lines. Show that the

compound of two symmetries associated with two lines making a (non-oriented) angle θ is a rotation

whose (non-oriented) angle is 2θ.

Exercise(s) 2.2.5.5. Determine the real and complexe eigenvalues and th corresponding eigenspaces of

any planar isometry. When are they diagonalizable over R ? Over C ?

Remark(s) 2.2.5.6. We could have defined an oriented angle in a non oriented plane as the former

rotation itself. The value of the angle would then have been in SO2(R). The link between the our definition

is that the choice of an orientation define a canonical isomorphism SO2(E) ≃ R/2πZ, recovering our

notion of angle which could be in this context be defined as the measure of the angle. But the usual modern

point of view is to see an angle as we did, and therefore we have to choose an orientation of the plane.
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2.2.6 Symmetric real matrices

We know (2.2.5.1) that the matrices of a negative isometries in an orthonormal basis are of the form
cos(θ) sin(θ)

sin(θ) − cos(θ)


, in particular are symmetric. Like all symetries, they are diagonalizable with spec-

trum {±1}. But, we have more. The eigenspaces are orthogonal. Indeed, if we identify E with C thanks

to B, our symmetry is nothing but z 7→ exp(iθ)z whose (real) +1-eigenspace is the line R exp(iθ/2) and

(real) −1-eigenspace is the orthogonal line iR exp(iθ/2). We recover the well known fact that orthogonal

symmetries are orthogonally diagonalizable. This fact is general.

Proposition 2.2.6.1. Symmetric matrices of M2(R) are exactly orthogonally diagonalizable matrices

(with restect to the standard Euclidean structure of R2).

Proof. We identify E with the standard Euclidean plan R2 with its standard orthogonal basis B. If

X,Y ∈ R2 and M ∈ M2(R), we have ⟨X,Y⟩ = tXY and therefore

⟨MX,Y⟩ = t(MX)Y = tXtMY = ⟨X, tMY⟩.

The characteristic polynomial of M =


a b

b d


 is χM(T) = T2 − (a+ d)T + (ad− b2) with discriminant

∆ = (a + d)2 − 4(ad − b2) = (a − d)2 + 4b2 ≥ 0. Therefore, it is split over R with distinct roots unless

b = 0 and a = d, i.e.M = a Id.

If ∆ = 0, then M is scalar and the canonical orthonormal basis of R2and therefore orthogonally diagonal.

Assume ∆ > 0 and let x, y ∈ R the distinct roots of χM. If X,Y are normed eigenvector of our real

symmetric matrix M relatively x, y, one gets

x⟨X,Y⟩ = ⟨MX,Y⟩ = ⟨X,MY⟩ = y⟨X,Y⟩

hence ⟨X,Y⟩ = 0. Therefore, after the orthonormal base change B → (X,Y), the matrix becomes

diag(x, y).

2.3 General linear maps of the plane

In this section E denotes a rank real plane without any Euclidean structure.

We will will explain the reduction theory in this simple but non trivial case due

to the fact that the scalar field R is not algebraically closed (compare with the

general results of 5.5.0.2, 5.6.0.1 and 5.9).

Let M =


a c

b d


 ∈ M2(R).
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2.3.1 Minimal polynomial

A direct computation shows that χM(T) = T2 − (a+ d)T + (ad− bc) annihilates M: this is the Cayley-

Hamilton theorem in dimension 2. Because R[T] is a principal ideal domain, the ideal of real polynomials

annihilating M is generated by a unique monic polynomial µM. Because χM(M) = 0, one has µM|χM and

therefore

• either µM = χM

• either χM is of degree 1 and M is the scalar matrix tr(M)
2 Id.

Definition 2.3.1.1. If M is non scalar, we define the similiraty invariants P2,P1 of M by P1 = χM = µM

and P1 = 1. If M is scalar, we define P1 = P2 = µM.

2.3.2 Cyclic vectors

Assume that M is not a scalar matrix. Then M has at most two eigenlines (because deg(χM) = 2). Let

X ∈ R2 not belonging to these lines (a real plane is never the union of two lines!). Then X and MX are

certainly indendant vector, and is therefore a basis of the plane. Writing M in this basis, remembering

the equation χM(M).X = 0, we get that M is similar to C(χ) =


0 −det(M)

1 tr(M)


. Because a matric is

scalar if and only if deg(µM) = 1, we therefore get the plane version of the Frobenius theorem 5.9.

Theorem 2.3.2.1 (Jordan-Frobenius in the plane). Let M be real matrix.

1. One has P2|P1 and P2P1 = χM.

2. Two matrices are similar if and only if they have the same similarity invariants.

3. If M is not scalar, it is smilar to the "companion" matrix C(χ) of P1 = χM = µM.

4. M is nilpotent if and only if it is smilar to the sndard matrix J =


0 0

1 0


.

In a certain extent, the rest of the book is dedicated to generalize these results in any dimension.

2.4 Reminder on Gauss elimination method

a version of Gauss elimination not using dilatations nor permutation matrices as far as possible. Let R

be a ring and p, q ≥ 1 two integers. We say that two matrices of Mp,q(R) with p, q ≥ 1 are t-equivalent if

they differ by a series of left and right by multiplications by transvections (that we call t-operations).
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Proposition 2.4.0.1. Let A ∈ Mp,q(k)− {0}.

1. There exists δ ∈ k∗ such that A is t-equivalent to diag(0p−r,q−r, δ, Idr) with r = rank(A)− 1.

2. Any square matrix A ∈ Mn(k) is t-equivalent to diag(0n−r,det(A), Idr) r = rank(A)− 1.

3. SLn(k) is generated by transvections.

Proof. Proof of (1). Induction on p + q ≥ 2, the case p + q = 2 being trivial we assume now p > 1 or

q > 1.. If both the last column and line are zero, one applies the induction to the (necessarily non zero)

remaining Mp−1,q−1(k) matrix.

If there exists i < p or j < q such that ai,q ̸= 0 or ap,j ̸= 0, by a t-operation Lp 7→ Lp − ap,q/ai,qLi or

Cq 7→ Cq − ap,q/ap,jCj , we can assume ap,q = 1. Then, again using t-operations Cj 7→ Cj − ap,jCq and

Li 7→ Li − ai,qCq, on can now assume that the only non zero coefficient of the last line and column si

ap,q = 1 and we finish by induction on the remaining Mp−1,q−1(k) matrix. .

If ap,q is the only non zero coefficient of the last line and column, we put a non zero term using Lp−1 7→
Lp−1 + Lp if p > 1 and Cq−1 7→ Cq−1 +Cq else.

(2) and (3) are direct consequences of (1).

2.4.1 Review of Transvections

Let V be an n-dimensional vector space with n ≥ 2, PV its set of lines (dimension 1 sub vector-spaces),

PV∗ its set of hyperplanes (dimension n − 1 sub vector spaces)2. If f ∈ Homk(V/D,D) we denote by

f̃ ∈ Endk(V) the linear map x̃ 7→ x+ f(x mod D. The set vector space of V of dimension 1 is

Proposition 2.4.1.1. Let τ ∈ Endk(V). The following properties are equivalent.

1. H(τ) = Ker(τ − Id) is a hyperplane of V containing D(τ) = Im(τ − Id), which is a line in V.

2. There exist φ ∈ V∗ and v ∈ V, both nonzero, such that τ(x) = x+ φ(x)v with φ(v) = 0.

3. There exists a (unique) f ∈ Homk(V/D(τ),D(τ)) such that τ = f̃ .

4. The restriction to the affine hyperplane defined by the equation φ(x) = 1 is a translation by the vector

v.

5. The natural morphism Hom(V/D,D) → GL(V)

2At this stage, this is just a notation; cf. chapter 18 for further insights
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6. The matrices of τ are similar to Idn+E1,2 =





1 1

0 1


 0

0 Idn−2,



.

We say that τ is a transvection of V of type (D(τ),H(τ)) ∈ PV×PV⋆. If φ, v are as above, let us define

τλ(x) = x+ λφ(x)v, λ ∈ k. Under these conditions, we have:

• H(τ) = Ker(φ),D(τ) = ⟨v⟩,

• Transvections of type (⟨v⟩, ⟨φ⟩) are given by τλ, λ ∈ k∗, and λ 7→ τλ is an injective group morphism

(k,+) → (SL(V),×),

• tτ is a transvection of V⋆ of type (H(τ),D(τ)) ∈ PV⋆ ×PV.

Proof. TBD

Recall that the derived subgroup D(G) of a group G is the subgroup generated by the commutators

[g, h] = ghg−1h−1, g, h ∈ G. It is normal and G/D(G) is the largest abelian quotient of G.

Corollary 2.4.1.2. One has

1. D(GL(V)) = SL(V) except if n = 2 and Card(k) = 2.

2. D(SL(V)) = SL(V) except if n = 2 and Card(k) = 2, 8.

A group G with D(G) = G is called perfect.

Proof. Proof of (1). Because the derived group is normal and all transvections are conjugate in GL(V), it

is enough to show that in our case one transvection is a commutator. If n ≥ 3 and any characteristic, one

computes [Id+E2,1, Id+E1,3] = Id+E2,3. If n = 2, let us choose λ ̸= 0, 1. Then, [diag(λ, 1),T1,2(λ) =

T1,2(λ− 1) which is a transvection.

Proof of (2). If n ≥ 3, two transvections τ ′ = gτγ−1 are certainly conjugate not only under GL(V)

[Because one can change g by a dilation of ration det(g)−1 commuting with τ ]. We leave the n = 2 case

in exercice (adapt the GL argument with a general diagonal matrix in SL2).

2.4.2 Normal subgroups of GL(V)

We will explain the so-called Iwasawa to study normal subgroups of perfect groups G, or equivalently we

will give a criterium of simplicity of G/Z(G) where Z(G) is the centrum of G.
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Definition 2.4.2.1. Let G be a group acting on a set X,and B ⊆ X.

1. We say that B is a G-block and if for all g ∈ G, the sets gB and B are either equal or disjoint. Blocks

reduced to a point or to the whole X are called trivial.

2. We say G acts primitively on X if:

(a) The action of G on X is transitive;

(b) the only G-blocks are trivial.3.

3. We say G acts 2-transitively on X if for all x1, x2, y1, y2 ∈ X, x1 ̸= x2, y1 ̸= y2, there exists g ∈ G

such that g · x1 = y1 and g · x2 = y2.

Lemma 2.4.2.2. Let G be a group acting 2-transitively on a set E. Then the action is primitive.

For instance, SL(V) and GL(V) act 2-transitively on PV if dim(V) ≥ 2.

Proof. Let B be a subset of X having at least two elements and such that B ̸= X. Let us show that there

exists g ∈ G such that gB ̸= B and gB ∩ B ̸= ∅ and therefore that B is not a G-block.

Let a ̸= b ∈ B and c ∈ X \B. By 2-transitivity, there exists g ∈ G such that ga = a and gb = c. We have

a ∈ gB ∩ B, hence gB ∩ B ̸= ∅, and c ∈ gB, c /∈ B, hence gB ̸= B.

Proposition 2.4.2.3 (Iwasawa criterium). Let G be a group acting faithfully and primitively on a set

X. We assume that there exists a family Kx ⊂ Gx, x ∈ X such that

1. Each Kx is abelian.

2. For any g ∈ G⟩,G = ⟨gKg−1.

3. ∪x∈XKx generates G.

Then any normal subgroup acting non trivially on X contains D(G).

Proof. We start with the direct part of the previous footnote.

Lemma 2.4.2.4. The stabilizer Gx of any primitive action is a maximal subgroup of G.

3Or equivalently (Exercice if the stabilizer Gx of a point x ∈ X is a maximal subgroup of G.
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Proof. Let Gx ⊂ H ⊂ G and B = {hx, h ∈ H}. I claim that B is a block. If not, assume B ∩ g(B) ̸ ∅.

There exists h, h′ ∈ H such that hx = gh′x hence h−1gh′ ∈ Gx ⊂ H. Therefore, g ∈ H and g(B) ⊂ B

proving B = {x} and B = X by primitivity assumption. In the first case, H = Gx and we are done. In

the second case, H acts transitively on X. Therefore, for any g ∈ G there exists h ∈ H such that gx = hx

hence gh−1 ∈ Gx ⊂ H showing g ∈ H.

Let N be a normal subgroup and let x ∈ X. Since N is normal, NGx is a subgroup of G containing Gx

and is therefore equal to Gx or G by maximality.

If NGx = Gx, we have N ⊆ Gx, and therefore for all

g ∈ G, gNg−1 ⊂ gGxg
−1 = Ggx.

By normality of N, we get N = N∩gNg−1 ⊂ Gx∩Ggx, hence N acts trivially on X and therefore N = {1}
because G hence N acts fathfully on X: we are done in this case.

Assume now NGx = G. One has Nx = NGxx = Gx = X because G acts transitively and therefore N

acts transitively on X. Let y = nx, n ∈ N be any point of X and κ ∈ Ky = nKxn
−1 which can therefore

be written κ = nkn−1 with (n, k) ∈ N×Kx. We have

κ = nkn−1 = nkn−1k−1k
N◁G∈ NKx

proving Ky ⊂ NKx for any y ∈ X hence G = NKx. We deduce that the morphism k 7→ k mod N is a

surjection from the abelian group Kx to G/N commutative hence N ⊂ D(G).

Corollary 2.4.2.5. If dim(V) ≥ 2, any normal nontrivial normal subgroup of GL(V) (or SL(V)) contains

SL(V) unless k is a field with 2 (or 8) elements.

Proof. Take X = P(V) and TD
∼→ Hom(V/D,D) be the group of transvections of line D (cf. 7.7.1.1) and

apply Iwasawa criterium and 2.4.1.2.

2.4.3 Supplementary exercices

Exercise(s) 2.4.3.1. Let G act primitively and faithfully on a set X. Assume that for some x ∈ X, the

Gx contains an abelian normal subgroup whose conjugate subgroups generate G. Then D(G) ⊂ G [Adapt

the proof of Iwasawa criterium].
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Chapter 3

Generalities on modules

3.1 Perspective

This chapter introduces the language of modules and diagrams in as light a

manner as possible. It is suggested that the reader first browse through it

focusing on solving the exercises, then later familiarize themselves with its use

in the following chapters in a concrete manner.

Thus, it will only be consulted afterward if absolutely necessary: the idea is that all the formal construc-

tions of vector spaces or abelian groups apply mutatis mutandis to this general framework by accepting

scalars valued in a ring rather than in a field (or integers for abelian groups).

As will be seen here and throughout the text, the diagrammatic perspective (see 3.3) once familiar is

extremely valuable, unifying, and simplifying. Paradoxically, this effort in abstraction, besides opening

the doors to modern and deep mathematics, often makes them very concrete, even computable and

algorithmic.

This will be particularly illustrated in the chapters 4, 5, 6, 8, and 9 dedicated to the study of the linear

group and the similarity classes of square matrices. Unlike the usual methods of linear algebra that

largely depend on the study of eigenvalues of endomorphisms, we will focus on polynomials and their

33
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action on endomorphisms. While annihilating polynomials play a special role, their roots are not actually

important for deciding whether two endomorphisms are similar, for example. The advantage is generally...

we do not know how to compute the roots of polynomials. Worse, the constructions of linear algebra are

often discontinuous in the coefficients of matrices and thus poorly support the numerical approximation

of these roots. Of course, the notion of eigenvalue remains essential as will be seen repeatedly. But its

often useless when one cannot compute the roots of the polynomial characteristic or, worse, when the

characteristic polynomial is not split.

3.2 Vocabulary and first examples

We know that a vector space over a field k is an abelian group M equipped with an external law k×M → M

verifying for all a, a′ ∈ k and m,m′ ∈ M (on the left say) the four usual compatibilities.

1. a(m+m′) = am+ am′

2. (a+ a′)m = am+ a′m

3. 1m = m

4. a(a′m) = (aa′)m

The notion of a module is obtained exactly in the same way, by allowing the field k to be a ring R (for

us commutative unitary):

Definition 3.2.0.1. A module M over a unitary ring R is an abelian group equipped with a law R×M → M

verifying the previous compatibility properties.

Example(s) 3.2.0.2. By definition, modules over fields are vector spaces. Let’s provide more interesting

examples.

1. Z-modules are identified with abelian groups through external multiplication

n.m = sign(n)
|n|∑

i=0

m, n ∈ Z,m ∈ M.

2. If V is a k-vector space, the set of formal polynomials1with coefficients in V is naturally a k[T]-

module.

3. If R is integral and M a module, the set Mtors of elements of M annihilated by a nonzero element

of M is a submodule called torsion module .
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4. In general, if M is an arbitrary R-module, we denote AnnM(r) = Ker(r : M → M) and M[r] =

∪n>0Ker(rn : M → M), which is indeed a submodule as a union of increasing submodules.

5. The set Cc(T,R) of continuous functions with compact support from a topological space T to R is

a module over the ring of continuous functions from T to R. If T is a non-compact metric space,

Cc(T,R) is an ideal but not a ring (exercice). This ideal is not finitely generated for example if

T = Rn (exercice).

6. Let Mi, i ∈ I be a family of modules. As in linear algebra, the abelian group product
∏

Mi has a

natural module structure: it is the unique structure such that all projections πj :
∏

Mi → Mj are

linear. In other terms, a.(mi) = (ami) (cf. 3.5.1.1).

7. With the previous notation, the subset ⊕Mi of
∏

Mi consisting of almost null families is a submodule

called the direct sum of Mi. The (finitely supported) family (mi) is often denoted
∑
mi. If I is

furthermore finite, then ⊕Mi =
∏

Mi.

8. The formula (
∑
j λi,jT

j)i =
∑
j(λi,j)iT

j allows us to identify (k[T])n and (kn)[T] which we will do

henceforth.

We summarize in the following table how the formal constructions of linear algebras adapt to modules.

To lighten the notation, the Greek letters λ, µ . . . denote elements of a ring R while the elements of

the modules are Latin letters x,m, n . . . for elements of the modules. The statements are implicitly

universally quantified. Thus we write λ(µx) = (λµ)x for ∀λ, µ ∈ R and ∀x ∈ M, we have λ(µx) = (λµ)x.

1That is, sums
∑

i≥0 viT
i with vi = 0 if i is large enough.
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Generalities

Property/Definition Vector space Module

Scalars R R = field R = ring

Addition (M,+) abelian group

External multiplication λ(µx) = (λµ)x and 1x = x

Distributivity λ(x+ y) = λx+ λy, (λ+ µ)x = λx+ µx

Linear combination
∑

finite

λixi

Subspace N N stable by linear combinations

Generated subspace ⟨xi⟩ ⟨xi⟩ ={linear combinations of xi}

Sum of subspaces Ni +Ni ={linear combinations of xi ∈ Ni}

Product2of Ni
∏

Ni = {(xi), xi ∈ Ni}

Direct sum2 of Ni ⊕Ni = {(xi) ∈
∏

Ni|Card{i|xi ̸= 0} <∞}

R(I),Rn R(I) = ⊕IR, R
n = ⊕ni=1R =

∏n
i=1 R

The notion of a linear application is translated into that of module morphisms as in the following table,

the notion of kernel, image and quotient3 being the same as in linear algebra.

Example(s) 3.2.0.3. Z-module morphisms are morphisms of abelian groups. See 3.2.4 for the case of

Va.

Generalities

Property/Definition Vector space Module

Morphism f ∈ HomR(M,M
′) morphisms of groups| f(λx) = λf(x)

Isomorphism Bijective morphism

HomR(R
n,M) HomR(R

n,M) = Mn

Matrices HomR(R
n,Rm) = Mm,n(R)

2See 3.5.1.
3See 3.2.1.
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Specifically, we have

Lemma 3.2.0.4. If M,N are two R-modules, the set of morphisms HomR(M,N) is naturally a module.

If M = Rn, the natural application




HomR(R
n,N) → Nn

f 7→ (f(δi,j)j)

is an isomorphism. In particular, HomR(R
n,Rm) = Mm,n(R).

3.2.1 Quotient, cokernel

The problem we are tackling is as follows. Let f : M → N be a morphism of R-modules. The injectivity

of f is characterized by the nullity of the kernel Ker(f) of f . Can we find a module whose nullity measures

the surjectivity?

We define a relation on N by the condition

n ∼ n′ if and only if ∃m such that n− n′ = f(m).

This is an equivalence relation thanks to the linearity of f for the law +. The equivalence class of n ∈ N

is

n = {n+ f(m), m ∈ M} = n+ f(M)

We denote Coker(f) the set of equivalence classes of ∼. Thus, as a set,

Coker(f) = {n+ f(M), n ∈ N}

and the application π : N → Coker(f) defined by n 7→ π(n) = n is surjective. The following statement

is also as immediate as it is important.

Proposition 3.2.1.1. There exists a unique R-module structure on Coker(f) such that π is a morphism.

It is characterized by n + n′ = n+ n′ and λn = λn; its neutral is 0 simply noted 0. Moreover, f is

surjective if and only if Coker(f) = {0}.

Thus, we have resolved our problem. A particular, fundamental case is when f is injective. In this case,

f induces an isomorphism of M onto its image f(M) which is thus a submodule N′ of N.

Definition 3.2.1.2. Let N′ be a submodule of N and denote j the inclusion of N′ in N. We say that

Coker(j) is the quotient of N by N′ and we denote it N/N′.
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It is important to characterize the cokernel, up to canonical isomorphism, by its properties rather than

by its construction. This is what is explained in 3.5.2.1.

Remark(s) 3.2.1.3. In general, we are interested in modules up to isomorphism. Thus, we will identify

two modules between which exists a canonical isomorphism, that is, one that depends on no choice. The

reader is, for example, used in linear algebra to identify a finite-dimensional vector space with its bidual

(cf. 7.4.0.1), a Euclidean space with its dual (cf. more generally 19.3.1), a square matrix of dimension

1 with its unique coefficient (its trace actually). . . Similarly, as in linear algebra, we will most often

identify an injective morphism j : M → N with the submodule image j(M) because j defines a canonical

isomorphism M ≃ j(M) and we simply say (but somewhat abusively) that M is a submodule of M. We

will see other examples.

The following result is formal but important (compare with 3.5)

Proposition 3.2.1.4. If f ∈ HomR(M,N), then f induces a canonical isomorphism f : M/Ker(f) ≃
Im(f).

Proof. We define

f(m) = f(m+Ker(f)) = f(m+Ker(f)) = f(m) + f(Ker(f)) = f(m) ∈ Im(f).

Thus, f is well defined and linear. It is surjective. If m is in the kernel, f(m) = f(m) = 0 and therefore

m ∈ Ker (f) so m = 0.

3.2.2 Properties to handle with caution

While the definitions of free families, generating families, or bases do not change just like that of supple-

mentary, most of the existence theorems become false in the case of modules as summarized in

the table below. This often comes from torsion phenomena: it happens, frequently as we will see, that

the equation am = 0 does not entail a or m being zero. We will return to this.
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Bases, dimension, supplementary

Property/Definition Vector space Module

Free family (xi)i∈I

∑
λixi = 0 ⇒ λi ≡ 0 or R(I) λi 7→

∑
λixi−−−−−−−→ M injective

x ̸= 0 is free x ̸= 0 is rarely free

x torsion = x non free x = 0 ∃λ ̸= 0|λx = 0

Generating family (xi)i∈I ⟨xi⟩ = M or R(I) λi 7→
∑
λixi−−−−−−−→ M surjective

Base (xi)i∈I (xi) free and generating or R(I) λi 7→
∑
λixi−−−−−−−→ M bijective

vector spaces have bases

modules rarely have bases

Free module M M ≃ R(I) i.e. M admits a base

Bases of free module all bases have the same cardinal4

vector spaces are free modules are rarely free

Complement S of N in M M = N⊕ S

vector subspaces have

supplementary

submodules rarely have

supplementaries5

As in linear algebra, giving a linear application from a free module to any module is equivalent to giving

the images of a base. Similarly, linear applications between free modules equipped with a base are

identified with matrices with coefficients in R of the appropriate size (cf. 3.2.0.4 above).

Example(s) 3.2.2.1. 1. Multiplication makes R a (free) module over itself (with base 1) and its sub-

modules are the ideals of R.

2. R<n[T] is a free R-module with base Xi, i < n therefore of rank n for n ∈ N = N ∪ {∞}.

3. Multiplication by the elements of R makes Mn,m(R) a free module with base the standard matrices

(Ei,j)1≤i≤n,1≤j≤m.

4See 3.8.0.4
5When this is the case, we say that N is a direct factor.
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4. The module Rm is free with base (canonical) (ej = (δi,j , i = 1, · · · ,m))1≤j≤m (cf. 3.5.1.1).

5. If (ei)1≤i≤n is a basisof the k-vector space V, the ei seen as constant polynomials of V[T] form a

basis for V[T], a module which we will thus identify with k[T]n through this means (exercice).

3.2.3 Cyclic modules

We know that the subgroups of a cyclic group are cyclic and that the subgroups of Z/nZ are of the form

n/dZ/nZ with d|n. Replacing Z with a principal ring, we obtain

Lemma 3.2.3.1 (Cyclic modules). Let R be a principal ring and M = Rm a cyclic (or monogenic)

module and let (r) be a generator of the ideal AnnR(m).

• We have M ≃ R/(r).

Let N be a submodule of N and ρ′ a generator of the ideal [N : M] = {x ∈ R|xM ⊂ N}. We have

• ρ′|r = ρρ′ and R/(ρ)
x 7→xρ′m−−−−−→ N is an isomorphism of R-modules.

• r, ρ, ρ′ are well defined up to a unit. In particular, the submodules of M are finite in number as soon

as r is non-zero.

Proof. As m is a generator of M, the homothety of ratio m on M is surjective. As its kernel is the ideal

AnnR(m) = (r) we have M ≃ R/(r) according to 3.2.1.4.

The morphism 



[N : M] → N

x 7→ xm

is surjective because m generates M and its kernel is precisely AnnR(m) = (r) ⊂ [N : M] = (ρ′) so

that [N : M]/AnnR(m) ≃ N according to 3.2.1.4. As r ∈ (ρ′), we have indeed ρ′|r = ρρ′ so that

multiplication by m induces an isomorphism (ρ′)/(ρρ′) ≃ N. But then, multiplication by ρ′ in turn

induces an isomorphism R/(ρ) ≃ (ρ′)/(ρρ′) whence the second point. The third follows from the fact

that, up to a unit, the number of divisors of r is
∏
ni where ni is the exponent of an irreducible factor

pi in a decomposition into products of distinct irreducibles of r (cf. 11).

6i.e.almost null sequences.
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3.2.4 The k[T]-module Va

If R = k[T] and M is an R-module, multiplication by the elements of k seen as

constant polynomials makes M a k-vector space. Furthermore, multiplication

by T defines a ∈ Endk(M): the homothety of ratio T. Conversely, if V is a

k-vector space and a ∈ Endk(V), we define a R-module structure Va on V by

the formula T.v = a(v) and by linearity

P(T).v = P(a)(v)∀P ∈ R = k[T], v ∈ Va = V

These two constructions are inverses of each other:

The k[T]-modules are identified with the pairs (V, a), a ∈ Endk(V).

Submodules of Va are then identified with subspaces of V stable by a (exercice).

From the perspective of morphisms, the identification works as follows. If N = Wb is a second module

associated with an endomorphism b ∈ Endk(W), a morphism f ∈ HomR(M,N) = Homk[T](Va,Vb) is

defined by f ∈ Homk(V,W) such that

f ◦ a(m) = f(Tm) = Tf(m) = b ◦ f(m)∀m ∈ M

i.e.

(i) Homk[T](Va,Vb) = {f ∈ Homk(V,W) such that b ◦ f = f ◦ a}

Corollary 3.2.4.1. If f ∈ Isomk[t](Va,Vb) if and only if a = f−1◦b◦f so that Va and Vb are isomorphic

if and only if a and b are similar.

Remark(s) 3.2.4.2. Following the general principle of formal transposition, the reader will have guessed

that HomR(M,N) denotes

the space of R-linear applications from M to N, ditto for EndR(M), . . . . When the context is clear, the

mention of the ring in the index will be omitted.

In particular, when a = b, we have

(ii) Endk[T](Va) = Com(a)

where Com(a) is the commutant of a, the set of endomorphisms of V that commute with a.
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3.3 Exact sequences and diagrams

3.3.1 Exact sequences

If f ∈ Hom(M,N) a morphism of modules; we have a canonical sequence of morphisms

Ker(f)
ι−→ M

f−→ N
π−→ Coker(f).

We notice that the composed of two successive morphisms d ◦ δ (namely f ◦ ι and π ◦ f) are null, which

is equivalent to the inclusions Im(δ) ⊂ Ker(d). But we have better: these inclusions are equalities! This

leads to the following definition

Definition 3.3.1.1. Let di ∈ Hom(Mi,Mi+1) morphisms, noted as a «sequence»:

· · ·Mi−1
di−1−−−→ Mi

di−→ Mi+1 · · ·

.

• We say that the sequence is a complex (at i) if di ◦ di−1 = 0 ie Im(di−1) ⊂ Ker (di).

• We say that the sequence is exact (at i) if in addition Im(di−1) ⊃ Ker (di) ie Ker (di) = Im(di−1).

An exact sequence is therefore a particular complex.

Exercise(s) 3.3.1.2. Let f ∈ Hom(M,N).

• Show that 0 → M
f−→ N is exact if and only if f is injective. What is the analogue for surjectivity?

• Show that the sequence 0 → K → M
f−→ N is exact if and only if K can be identified (canonically)

with the kernel of f . Compare with 3.4.0.2 infra.

• Show that the product or direct sum of exact sequences is still exact.
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3.3.2 A fundamental exact sequence

Example(s) 3.3.2.1. Let d ∈ R. Then, the sequence

R
r 7→dr−−−→ R

r 7→r mod d−−−−−−−−→ R/(d) → 0

is exact. More generally, for (di) ∈ Rν , the «diagonal»sequence

Rν
(ri)7→(diri)−−−−−−−→ Rν

(ri)7→(ri mod di)−−−−−−−−−−−−→
ν∏
i=1

R/(di) → 0

is exact (for example as a product of exact sequences).

Generalizing the previous example to the case of matrices D ∈ Mn,m(R) «diagonal» in the sense that its

coefficients di,j are zero if i ̸= j. Thus, we have a block decomposition (possibly empty)

D =


diag(di)ν,ν 0ν,m−ν

0n−ν,ν 0n−ν,m−ν




with ν = min(m,n) and di = di,i, i = 1, · · · , ν (and where we note that 0n−ν,m−ν is the matrix . . . empty

!). We have two exact sequences: the first

Rν
(ri)7→(diri)−−−−−−−→ Rν

(ri)7→(ri mod di)−−−−−−−−−−−−→
ν∏
i=1

R/(di) → 0

according to the previous example, the second

Rm−ν 0n−ν,m−ν−−−−−−→ Rn−ν
Idn−ν−−−−→ Rn−ν → 0

because the first arrow is... null !

The sum of these two sequences remains exact: we deduce the important lemma

Lemma 3.3.2.2. The sequence

Rm
D−→ Rn = Rν × Rn−ν

((ri),r
′) 7→((ri mod di),r

′)−−−−−−−−−−−−−−−−−−→
ν∏
i=1

R/(di)× Rn−ν → 0

is exact.

3.3.3 Commutative diagrams

We want to see properties of morphisms in terms of diagrams. For example, to say that f, g ∈ Homk(V,W)

are equivalent endomorphisms in the sense of linear algebra is to say there exist endomorphisms p, q of
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W,V such that p◦f = g◦q with p, q isomorphisms. The first condition p◦f = g◦q (resp. both conditions)

is then translated by saying that the diagram

V
p //

g

��

V

f

��
W

q //W

resp. 0 // V
p //

g

��

V

f

��

// 0

0 //W
q //W // 0

is commutative with exact lines7 (this last condition being empty for the first diagram). A general formal

definition (which we encourage the reader not to read!) might be

Definition 3.3.3.1. Let G = (S,A) be a directed graph with vertices S and edges A.

• A diagram is the data for each vertex Σ ∈ S of a module MΣ and for each edge a : Σ> → Σ< of A

of a morphism fa : MΣ> → MΣ< .

• The diagram is said to be commutative if for every couple of vertices Σ,Σ′, the composed of the fa

associated with an oriented path from Σ to Σ′ depends only on the vertices and not on the chosen

path.

In practice, we will only deal with diagrams composed of squares or triangles for which the definition of

commutativity will be obvious.

3.4 Functoriality and diagram chasing

Although very simple, the following functoriality statements are crucial. This is a very convenient form

to formulate the universal properties of kernels and cokernels (cf. §3.5).

Proposition 3.4.0.1 (Functoriality I). Assume we have a commutative diagram of R-modules where the

top horizontal line is exact and the bottom line is a complex.

M1
µ1 //

��

M2
//

��

M3
// 0

N1
ν1 // N2

// N3
// 0

Then there exists a unique morphism

f3 : M3 → N3

making the completed diagram commutative

M1
µ1 //

��

M2
//

��

M3
//

f3

��

0

N1
ν1 // N2

// N3
// 0

7By convention, the lines of a diagram are horizontal, the columns vertical.
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If in addition, the lower complex line is an exact sequence and the two arrows Mi → Ni, i = 1, 2 are

isomorphisms, then f3 is an isomorphism..

Proof. We focus on the existence and uniqueness of the commutative diagram

M1
µ1 //

f1

��

M2

f2

��

µ2 // M3

f3

��

// 0

N1
ν1 // N2

//ν2 // N3

If there are two arrows f3 and f ′3 that work, we have f3 ◦ µ2 = ν2 ◦ f2 = f ′3 ◦ µ2 so f3 and f ′3 coincide on

µ2(M2) = M3 and therefore are equal, hence the uniqueness.

For existence, let m3 ∈ M3 and consider m2 one antecedent by µ2. If m2 is not unique, it is defined

modulo Ker(µ2) = Im(µ1). By linearity, the image ν2 ◦ f2(m2) is well defined modulo ν2 ◦ f2 ◦ µ1(M1).

But by commutativity of the left square, we have ν2 ◦ f2 ◦ µ1 = ν2 ◦ ν1 ◦ f1 = 0 because ν2 ◦ ν1 = 0 by

hypothesis. Thus, ν2 ◦ f2(m2) is well defined, i.e. depends only on m3. Then set f3(m3) = ν2 ◦ f2(m2)

which is checked to work.

For the second part, we can easily verify by hand that the bijectivity of f1, f2 implies that of f3 (exercice).

Let’s give a «categorical»proof, which has the advantage of generalizing to other contexts. Under the

bijectivity assumptions of f1, f2, we want to prove that f3 admits a left inverse g3 and a right inverse d3.

From g3 ◦ f3 = IdM3 we then obtain by composing on the right by d3 the equality g3 = d3 and thus that

f3 is invertible.

Let’s show the existence of g3. Call g1, g2 the inverses of f1, f2. As f2 ◦ µ1 = ν1 ◦ f1, by composing on

the left by g2 and on the right by g1 we have ν2 ◦ g1 = g2 ◦ ν1 so we have a commutative diagram with

exact lines

M1
µ1 //

f1

��

M2

f2

��

µ2 // M3

f3

��

// 0

N1
ν1 //

g1

��

N2

g2

��

ν2 // N3

g3

��

// 0

M1
ν1 // M2

//ν2 // M3
// 0

that we can complete uniquely in a commutative diagram with exact lines according to the first point

M1
µ1 //

f1

��

M2

f2

��

µ2 // M3

f3

��

// 0

N1
ν1 //

g1

��

N2

g2

��

ν2 // N3

g3

��

// 0

M1
ν1 // M2

//ν2 // M3
// 0

But by looking at the outer square, taking into account g1 ◦ f1 = IdM1 and g2 ◦ f2 = IdM2 , we have a

commutative diagram with exact lines
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M1
ν1 //

Id

��

M2

Id

��

ν2 // M3

g3◦f3
��

// 0

M1
ν1 // M2

//ν2 // M3
// 0

But we also have a commutative diagram

M1
ν1 //

Id

��

M2

Id

��

ν2 // M3

Id

��

// 0

M1
ν1 // M2

//ν2 // M3
// 0

which, thanks to the uniqueness in the first point, gives g3 ◦ f3 = IdM3
. By exchanging the roles of M,N,

we construct the right inverse of f3.

We obtain exactly the same statement by «reversing the direction of the arrows»8

Proposition 3.4.0.2 (Functoriality II). Suppose we have a commutative diagram of R-modules where

the bottom horizontal line is exact and the top line is a complex.

0 // M1
// M2

µ2 //

��

M3

��
0 // N1

// N2
ν2 // N3

Then there exists a unique morphism

ι1 : M1 → N1

making the completed diagram commutative

0 // M1
//

ι1

��

M2
µ2 //

��

M3

��
0 // N1

// N2
ν2 // N3

If in addition, the lower complex line is an exact sequence and the two arrows Mi → Ni, i = 2, 3 are

isomorphisms, then ι3 is an isomorphism.

A sometimes useful generalization is the famous (and formal) five lemma

Exercise(s) 3.4.0.3. Consider a

commutative diagram of modules with exact lines
8an injection 0 → M → N being thus replaced by a surjection M → N → 0 and vice versa! This is a general phenomenon:

any formal statement involving commutative diagrams, complexes, and exact sequences gives rise to an analogous statement

by reversing the direction of the arrows. We can give a precise sense to this statement valid in any «abelian category». We

will content ourselves, and it is quite sufficient, to see this as a meta-principle.
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M1
//

f1

��

M2
//

f2

��

M3
//

f3

��

M4
//

f4

��

M5

f5

��
N1

// N2
// N3

// N4
// N5

• If f2, f4 injective and f1 surjective, then f3 injective.

• If f2, f4 surjective and f5 injective, then f3 bijective.

We use it most often in the following weakened form: Consider a commutative diagram of modules with

exact lines

0 // M2
//

f2

��

M3
//

f3

��

M4
//

f4

��

0

0 // N2
// N3

// N4
// 0

If f2, f4 bijective f3 bijective.

By construction of the cokernel, we therefore have a canonical exact sequence

(0) M1
µ1→ M2 → Coker(µ1) → 0

We then have the important characterization of the cokernel (compare with exercise 3.3.1.2.)

Proposition 3.4.0.4. Show that the sequence M1
µ1−→ M2

µ2−→ M3 → 0 is exact if and only if M3 can be

identified (canonically) with the cokernel of µ1.

Proof. Just apply the functoriality 3.4.0.1 to the commutative diagram with exact lines

M1
µ1 //

Id

��

M2
//

Id

��

Coker(µ1) // 0

M1
µ1 // M2

µ2 // M3
// 0

Exercise(s) 3.4.0.5. State and prove the result obtained by reversing the direction of the arrows.

3.5 Universal properties

The question posed is to characterize the various modules M in question by the «calculation»of

h(T) = Hom(T,M) or h∨(T) = Hom(M,T)
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for T an arbitrary «test module». Thus, T is seen as a variable and h, h∨ as a function of T whose values

are sets. One should say functor: the composition with f ∈ HomR(M,N) defines an application (linear)

hf (T) : hM(T) → hN(T) (resp. h∨f : h∨(N) → h∨M(T)) which is compatible with composition9 The

correct general framework to formulate what follows is that of the Yoneda lemma in categories, but we

will stay in the framework of modules for the examples that interest us to avoid unnecessary formalism.

3.5.1 Sum and product

Let Mi, i ∈ I be a family of modules. We denote Mi
φi→ ⊕Mi the canonical injections and

∏
Mi

πi→ Mi

the canonical projections. If T is a test module we have two tautological applications

h∨(T) :





HomR(⊕Mi,T) → ∏
Hom(Mi,T)

f 7→ (φi ◦ f)
and

h(T) :





HomR(T,
∏

Mi) → ∏
Hom(T,Mi)

g 7→ (g ◦ πi)

Lemma 3.5.1.1 (Universal properties of sum and product). The applications h(T) and h∨(T) are bijec-

tive.

The proof is immediate and left as an exercice. In the case of the direct sum, the meaning of the lemma

is that giving a morphism f : ⊕Mi → T is equivalent to giving a collection of morphisms fi : Mi → T

(thanks to the formula f(
∑
mi) =

∑
fi(mi) which is well defined because the sum is actually finite).

3.5.2 Kernel and cokernel

Let f : M → N be a morphism of modules. By construction, we have two exact sequences

0 → Ker (f)
j−→ M → N

and

M → N
p−→ Coker(f) → 0

that characterize kernel and cokernel (3.3.1.2 and 3.4.0.4).
9The reader will recognize the usual notion of «restriction»of a morphism for hf (T) and dually of «transpose»for h∨(f).
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If T is a test module we have two tautological applications

h∨(T) :





Hom(Coker(f),T) → Hom0(N,T) = {ψ ∈ Hom(N,T)|ψ ◦ f = 0}
φ 7→ φ ◦ p

and

h(T) :





Hom(T,Ker (f)) → Hom0(T,M) = {ψ ∈ Hom(T,M)|f ◦ ψ = 0}
φ 7→ j ◦ φ

Lemma 3.5.2.1 (Universal properties of kernel and cokernel). The applications h(T) and h∨(T) are

bijective.

Proof. Let’s prove, for example, the universal property of the cokernel ie construct the inverse of h∨(T).

Observing that we have an exact sequence 0 → T
Id−→ T → 0. Let then ψ ∈ Hom0(N,T). The condition

ψ ◦ f = 0 precisely ensures the commutativity of the diagram

M
f //

��

N
p //

ψ

��

Coker(f) // 0

0 // T
Id // T // 0

so that 3.4.0.1 ensures the existence of a unique φ making the diagram

M
f //

��

N
p //

ψ

��

Coker(f) //

φ

��

0

0 // T
Id // T // 0

commute. We verify that the application ψ 7→ φ is the inverse of h∨(T).

The meaning of the lemma is that providing a morphism φ from the cokernel to T is equivalent to

providing a morphism ψ from N to T such that the composition ψ ◦ f is zero, or ψ factors through

the quotient (or passes to the quotient) in φ if and only if ψ◦ = 0 (and the analogous for the kernel by

reversing the directions of the arrows). From a diagrammatic perspective, we often summarize by keeping

only the informal meaning of the statement:

T

If ψ ◦ f = 0 then M
f // N

ψ

;;

// Coker(f)

∃!φ

OO

Another way of expressing this, in terms of the functors h and h∨, is that the sequences of module

morphisms they define
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0 → Hom(Coker(f),T) → Hom(N,T) → Hom(M,T)

and

0 → Hom(T,Ker (f)) → Hom(T,M) → Hom(T,N)

are exact.

3.6 Quotient rings

Let R be a ring. Recall that an ideal I of R is an additive subgroup of R such that

∀r ∈ R, rI ⊂ I.

By 3.2.1, there exists a unique group structure on R/I making the projection π : R → R/I a morphism.

The main (simple but important) result goes as follows:

Proposition 3.6.0.1. There exists a unique group structure on R/I making the projection π : R → R/I

a morphism whose kernel is I. One has the following universal property (cf. 3.5.2.1) : for any ring T,

the natural sequence

0 → Homring(R/I,T) → Homring(R,T) → HomZ(I,T)

is exact. Moreover, if f ∈ Hom(R,R′), then f induces a canonical isomorphism of rings f : R/Ker(f) ≃
Im(f) (cf. 3.2.1.4).

In a diagramatic way, the main point summarizes as

T

If ψ(I) = 0 then I �
� // R

ψ

>>

// R/I

∃!φ

OO

Proof. The proof goes straightforward as in the module case except for the fact that π is multiplicative

which follows from the computation

π(r1)π(r2) = (r1 + I)(r2 + I) + I = r1r2 + r1I + r2 + I2 + I = r1r2 + I

because r1I + r2 + I2 ⊂ I (recall that if I, J are ideals, IJ denotes the ideal generated bay all products ij

where i ∈ I, j ∈ J).



3.7. A VARIANT OF THE CHINESE REMAINDER THEOREM 51

3.7 A variant of the Chinese remainder theorem

«When General Han Ting arranges his soldiers in threes, there remain two soldiers, when he arranges

them in fives, there remain three, and when he arranges them in sevens, there remain two. How many

soldiers does Han Ting’s army consist of? », Sun Zi, around the 4th century.

Terracotta Army

Mausoleum of Emperor Qin

The key result for us that follows is the following, a slightly generalized version from k[T] (resp. Z) to

a principal ring of the famous kernel lemma in usual linear algebra (resp. the usual Chinese remainder

theorem on integers).

Let M be a module over a principal ring R. For p irreducible, we define M[p] = ∪n>0Ker (pn : M → M),

the p-primary component of M. This is a submodule, as a union of increasing submodules. We assume

here that there exists r ∈ R that annihilates M. Recall the definition of the annihilator AnnM(r) =

Ker (r : M → M).

Proposition 3.7.0.1 (Chinese Remainder Theorem for modules or Primary decomposition). Let r =∏
ri ∈ R. We assume GCD(ri, rj) = 1 if i ̸= j. Let M be a module annihilated by r.

1. There exist ui ∈ R (independent of M) such that
∑
uir/ri = 1.

2. Then, M = ⊕AnnM(ri) and the projection pi onto AnnM(ri) parallel to ⊕j ̸=iAnnM(rj) is the homo-

thety of ratio uir/ri ∈ R.

3. The pi form an orthogonal family of projectors of M i.e.
∑
pi = Id and pipj = δi,jpi.

4. Suppose further ri = pni
i with pi irreducible. Then AnnM(pni) := Ker (pni

i : M → M) = M[pi] and:

M = ⊕Ker (pni
i M → M).

Proof. The r/ri are coprime overall so that the first point is the identity of Bézout.

For the second point, let’s first prove that the sum of the AnnM(ri) is direct. Suppose therefore
∑
mi = 0

with mi ∈ AnnM(ri). For every j, we rewrite mj = −∑i ̸=jmi. We deduce that the ideal Ij annihilator

of mj contains rj (left-hand side of the equality) and
∏
i ̸=j pi = r/ri (right-hand side) and hence their

GCD by Bézout. Since rj and r/rj are coprime, GCD(ri, r/ri) = 1 ∈ Ij and 1mj = mj = 0 for every j.
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Then let m ∈ M. We have r =
∑
uir/rim and ri(uir/rim) = uirm = 0 therefore mi ∈ AnnM(ri). The

orthogonality is obvious since 1 =
∑
ujr/rj and each ujr/rj is divisible by ri if j ̸= i.

The third point is a particular case of the second. ■

In particular, the projections M → M[p] are «functorial» in the following sense: let f ∈ HomR(M,N);

if r as in the proposition annihilates both N and M, we have a commutative diagram where the vertical

arrows are the projections (thus the homotheties of ratio uir/ri)

N
f //

uir/ri

����

M

uir/ri

����

⟲

N[pi]
f // M[pi]

Example(s) 3.7.0.2 ("Kernel lemma"). If R = k[T] with P =
∏

Pi ∈ with Pi pairwise coprime and

M = Va (3.2.4), then AnnM(P) = Ker (P(a)) and we recover the usual kernel lemma10 Ker (P(a)) =

⊕Ker (Pi(a)).

Exercise(s) 3.7.0.3. Let N be a submodule of M. Show the equality N[p] = N ∩M[p].

If M is the R = k[T]-module Va (3.2.4) with χa split, show that M[P] = Ker (a−λId)v if P = T−λ with

χa(λ) = 0 and M[P] = 0 otherwise. In other words, the primary components of Va are its characteristic

spaces. What do we recover as a statement about stable spaces of an endomorphism of a vector space?

Remark(s) 3.7.0.4. If R is Euclidean, the calculation of the ui is algorithmic. Most of the results

that we will demonstrate for k[T] algorithmically transpose mutatis mutandis to Euclidean rings. They

remain true in the principal framework, but without a general algorithm (we then use explicitly or not

decompositions into irreducible factors to find Bézout pairs, notably in the infra generalization of the

Gaussian pivot). This difference is in fact profound: it is a window to K-theory. For a generalization of

the Chinese remainder theorem to the non-principal case, see 3.8.0.12.

Example(s) 3.7.0.5. The ring Z[
√
−19] is principal but not Euclidean; if one prefers geometry, the

same is true of the ring of functions on the circle of radius
√
−1, the ring R[x, y]/(x2 + y2 +1) (see 4.4)

for references.

See also the exercise 3.8.0.12.
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Proposition 3.7.0.6 (Chinese Remainder Theorem for rings or Primary decomposition). Let R be a

principal ideal ring and r =
∏
ri ∈ R with GCD(ri, rj) = 1 if i ̸= j.

1. There exist ui ∈ R such that
∑
uir/ri = 1.

2. Define ei = (uir/ri mod r) ∈ R/(r). We have eiej = δi,jei and the projection




R/(r) → ∏
R/(ri)

x 7→ (x mod ri)i

is a ring isomorphism whose inverse is φ : (xi) 7→ ∑
xiei. In other words, each projection onto

R/(ri) alongside R/(rj), j ̸= i is defined by multiplication by the idempotent ei.

3. Furthermore, the kernel Ker(R/(r)
ri−→ R/(r)) ≃ R/(ri) of the multiplication by ri is eiR/(r).

Sketch. For (1), observe that the irreducible factors of GCD(r/ri) are the factors ri of r. However, since

r/ri =
∏
j ̸=i rj and ri is coprime to all rj , j ̸= i, it is coprime to r/ri. Thus, GCD(r/ri) = 1 and the first

point follows from Bézout’s identity.

Since ri|(r/rj) for j ̸= i, we have r = ri(r/ri)|(r/rj)(r/ri) and therefore ejei = 0 if i ̸= j. But since
∑

ei = 1 by projection onto R/(r) from the previous Bézout’s identity, multiplying by ei gives us the

missing equation e2i = ei. The rest follows immediately.

3.8 Additional Exercises

Exercise(s) 3.8.0.1. 1. Show that an abelian group is finite if and only if the associated Z-module is

of finite type and torsion.

2. Show that if Va corresponds to (V, a) (refer to 3.2.4), then V is finite-dimensional if and only if Va

is of finite type and torsion.

Exercise(s) 3.8.0.2. Let R be a commutative ring, M,N two R-modules, and M′ a submodule of M.

Denote π the canonical surjection π : M ↠ M/M′.

1. What are the submodules of the R-module R? What can be said in this case about the quotient?

2. Construct from π a bijection between the set of sub-R-modules of M containing M′ and the set of

sub-R-modules of M/M′.

Let f : M → N be a morphism of R-modules (i.e., an R-linear application).

3. Show that Ker f and Im f are R-modules, as well as Coker f = N/ Im f . Show that there is an

isomorphism of R-modules

M/Ker f
∼→ Im f.
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4. Consider the application f : Rn → Rm associated with the matrix A = (ai,j), with

ai,j =





0 if i ̸= j

di if i = j.

Give the structure as an R-module of Coker f .

Exercise(s) 3.8.0.3. Consider an exact sequence of modules 0 → M1
f1−→ M2

f2−→ M3 → 0. It is said

that σ ∈ HomR(M3,M2) is a section of f2 if f2 ◦ σ = IdM3 . When such a section exists, the sequence is

said to be split.

1. Assuming such a section exists, show that the application (m1,m3) 7→ f1(m1) + σ(m3) defines an

isomorphism M1 ⊕M3 ≃ M2. Deduce that M1 ≃ f1(M1) then admits a supplement.

2. Conversely, assume that M1 ≃ f1(M1) admits a supplement S. Show that f3 defines an isomorphism

S ≃ M3.

3. Show that a submodule N of M is a direct factor if and only if the exact sequence 0 → N → M →
M/N → 0 is split. In this case, show that every supplement of N is isomorphic to M/N.

4. Show that if n > 1, the canonical exact sequence 0 → Z → Z → Z/nZ → 0 is not split.

5. Let π : Rn+m → Rm be the projection onto the last m coordinates. Show that there is an exact

sequence 0 → Rn → Rn+m
π−→ Rm → 0 and that this sequence is split.

6. Suppose there are three square matrices A,B,C with coefficients in R of size n, n+m,m making the

diagram commutative

0 // Rn //

A

��

Rn+m //

B
��

Rn //

C

��

0

0 // Rn // Rn+m // Rn // 0

Show that B is block triangular and identify the diagonal blocks. State and prove a reciprocal.

Exercise(s) 3.8.0.4. Let M be an R-module.

1. Show that a proper ideal I of R is maximal if and only if R/I is a field.

2. Show that M is of finite type if and only if there exists a surjective R-linear mapping Rn → M for

some n ∈ N.

3. Show that if f ∈ HomR(R
m,Rn) = Mn,m(R) is surjective then m ≥ n.

Hint: Consider a maximal ideal I of R and see that after reduction modulo I, the application f

remains surjective modulo I.

4. Show that if f is an isomorphism, then n = m.
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5. Show that a free module of finite type L has a finite basis and that all its bases have the same

cardinality: the rank of L.

6. Show that the rank of L is the minimal cardinal of a finite generating family.

Exercise(s) 3.8.0.5. Suppose V is a R-vector space of dimension 2 and D is a line in V.

Assuming that the line D is given in parametric form, that is, a direction vector v of D is given, i.e.,

a vector v ∈ V such that D = R · v.

1. Define the linear application φ : t ∈ R 7→ t · v ∈ V, show that the following sequence of R-vector

spaces is exact:

{0} −→ R
φ−→ V.

2. What is the image of the R-linear morphism φ?

Assume now that the line D is given in implicit form, i.e., an equation of the line D is given, that is,

a linear form f ∈ V∗ such that D = Ker (f).

1. Show that the sequence of R-vector spaces following is exact:

V
f−→ R −→ 0.

2. Complete this sequence into a short exact sequence:

{0} −→ R
φ−→ V

f−→ R −→ {0}.

3. Generalize the exercise to any field, a vector space V of arbitrary (finite) dimension, and to arbitrary

subspaces.

Exercise(s) 3.8.0.6. Let k be a field and R a ring.

• Show that the invertibles of k[T] are the non-zero constant polynomials from k∗.

• Show that a matrix from Mn(R) is invertible if and only if its determinant is an invertible of R×.

Deduce that M ∈ Mn(k[T]) is invertible if and only if det(M) ∈ k∗.

Exercise(s) 3.8.0.7. Recall Zorn’s Lemma. Let I be a non-empty ordered set assumed to be inductive

(every totally ordered subset has a maximal element). Zorn’s Lemma assures that I has a maximal element.

Show that Zorn’s Lemma implies the existence of maximal ideals (i.e.proper maximal ideals).

Exercise(s) 3.8.0.8 (Snake Lemma). Consider a commutative diagram of modules with exact rows:

A
i //

f

��

B
p //

g

��

C //

h
��

0

0 // A′ i′ // B′ p′ // C′

1. Show that i sends Ker f into Ker g and p sends Ker g into Kerh.
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2. Show that i′ induces a morphism Coker f → Coker g and that p induces a morphism Coker g →
Cokerh.

3. Show that there exists a unique morphism δ : Kerh → Coker f such that the following sequence is

exact:

Ker f −→ Ker g −→ Kerh
δ−→ Coker f −→ Coker g −→ Cokerh.

Show that if i is injective and p is surjective, then the following sequence is exact:

0 −→ Ker f −→ Ker g −→ Kerh
δ−→ Coker f −→ Coker g −→ Cokerh −→ 0.

4. (Bonus) Retrieve the Five Lemma from the Snake Lemma.

Exercise(s) 3.8.0.9. We will show that if the ring R is not assumed to be commutative, then it may occur

that the R-modules Rn, n ≥ 1 are all isomorphic. To this end, we fix a real vector space V equipped with a

countable base (ek)k∈N and we denote R the ring of linear applications on V (equipped with composition),

identified as «infinite matrices» of RN×N. Define two linear applications T and T′ on V by the following

relations for n ∈ N: 


T(e2n) = en,

T(e2n+1) = 0,

and




T′(e2n) = 0,

T′(e2n+1) = en.

Write the «matrices» of T and T′. Given n ∈ N∗, we consider Rn as an R-module for scalar multiplica-

tion:

R× Rn → Rn,



r,




T1

T2

...

Tn







7→




r ◦ T1

r ◦ T2

...

r ◦ Tn



.

1. Provide a one-element base for the R-module R1.

2. Show that (T,T′) is also a base for the R-module R1.

3. Show that R1 and R2 are isomorphic as R-modules then that Rn is isomorphic to R for every n ∈ N∗.

Exercise(s) 3.8.0.10. Let d ≥ 1 be a natural number, R a principal ring and M = Rd. Let N be a

submodule of M. We aim to prove by induction on d that N is isomorphic to Rδ with δ ≤ d. Assume

d ≥ 1 and the theorem proven for submodules of Rd
′
if d′ < d.

1. Let ν = (ν1, · · · , νd) ∈ Nd − {0} and i such that ni ̸= 0. The map πi : (x1, · · · , xd) 7→ xi induces an

exact sequence

(iii) 0 → K → N
πi−→ C → 0

where C is a nontrivial submodule of A and K ⊂ Rd−1.
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2. Show that there exist d′ < d and an exact sequence

0 → Rd
′ j−→ N

π−→ R → 0.

3. Show that there exists a section σ = A → N of π, i.e., satisfying π ◦ σ = IdA.

4. Show that the map





Rd
′ ⊕ R → N

(x, y) 7→ j(x) + σ(y)
is an isomorphism.

5. Conclude.

Exercise(s) 3.8.0.11. TBD

Exercise(s) 3.8.0.12. Let Ii, 1 ≤ i ≤ n be a finite number of ideals in a ring R. Assume Ii + Ij = R.

Prove by induction on n the following generalization of the Chinese Remainder Theorem. We have:

1.
∑

Ii = R.

2. The natural projection R → ∏
R/Ii is surjective.

3. Its kernel I1 ∩ . . . In is the product ideal I1 . . . In generated by products of n elements in I1, . . . , In

respectively.

Exercise(s) 3.8.0.13 (Resultant). Let R be a ring and P,Q ∈ R[T] be two polynomials of degrees

p, q > 0. Let Res(P,Q) denote the resultant of P and Q, defined as the determinant, in canonical bases

(cf. 3.2.4), of the linear map between free modules of rank p+ q

ρ(P,Q) :





R<q[T]× R<p[T] → R<p+q[T]

(A,B) 7→ AP+ BQ

1. Calculate Res(P,Q) if P has degree 1.

2. By considering the comatrix of ρ(P,Q), show that there exist A,B ∈ R[T] of degrees q, p respectively

such that AP+BQ = R(P,Q). Hence deduce that if P,Q have a common root in R, then R(P,Q) = 0.

3. If P,Q are also monic, show that ρ(P,Q) is the matrix of the multiplication µ : R[T]/(Q)×R[T] →
R[T]/(PQ) in canonical bases (of monomial classes Ti).

4. Still assuming P,Q are monic, show that there is a commutative diagram with exact rows

0 // R[T]/(PQ)
(T−r) // R[T]/((T− r)PQ)

evr // R // 0

0 // R[T]/(Q)× R[T]/(P)
(1,(T−r))//

ρ(P,Q)

OO

R[T]/(Q)× R[T]/((T− r)P)
evQ(r) //

ρ((T−r)P,Q)

OO

R //

Q(r)

OO

0

where ev(A) = A(r) and evQ(A,B) = A(r). Hence deduce that ρ((T − r)P,Q) is block triangular

with diagonal diag(ρ(P,Q),Q(r)), and then that Res((T− r)P,Q) = Q(r)Res(P,Q).

5. If Q is monic, show that Res(
∏

(T − ri),Q) =
∏

Q(ri). What happens if Q is not assumed to be

monic?
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6. If R = k is a field, show that deg(PGCD(P,Q)) > 0 if and only if there exist nonzero A,B ∈ k[T]

of degree < q and < p respectively such that AP = BQ. Deduce that P,Q are coprime if and only if

their resultant Res(P,Q) ̸= 0.



Chapter 4

Equivalence Classes in Mp,q(k[T]).

4.1 Perspective

We present the theory from a perspective as concrete and algorithmic as pos-

sible by generalizing classical Gaussian pivot techniques on matrices with co-

efficients in a field k to the case where the coefficients belong to a polynomial

rings k[T] (or a Euclidean ring).

As mentioned at the end of the chapter, there are good reasons to consider the pivot with values in rings

R: the underlying presence of a new hidden group, the algebraic K-theory group SK1(R).

In the rest of this chapter, A will denote a polynomial rectangular matrix in Mp,q(k[T]).

4.2 Introduction

The reader who has taken a basic course in group theory with the classification of finite abelian groups will

recognize in this section a simple adaptation of what has been seen for matrices with integer coefficients

(see exercices 10.4.0.3 and 10.4.0.4). It will therefore be a simple "reminder". For others, let’s embark

on the discovery.

Recall that two matrices A,B in Mp,q(R) are equivalent (denoted A ∼ B) if and only if there exist

Q ∈ GLq(R),P ∈ GLp(R) such that A = QBP−1. This indeed defines an equivalence relation. Because

59
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elementary operations of matrices can be defined using left or right multiplication by suitable invertible

matrices, we know that any equivalence class is invariant under elementary transformation.

We will essentially use this notion of equivalence of matrices only in the case of R = k[T].

We will exhibit in each equivalence class of Mp,q/∼(k[T]) a canonical representative (4.3.2.3). The reader

will generalize the statements of this section to any ring equipped with a Euclidean division by simply

substituting k[T] with such a ring.

Remark(s) 4.2.0.1. In the case R = k, we know that two matricse with coefficients in ks are equivalent

if and only if they have the same rank (an immediate application of the Gaussian elimination method,

for example, or of the incomplete basis theorem, as preferred).

4.3 Elementary Divisors

The nine chapters Karl Friedriech Gauss

The elimination method was rediscovered by Gauss and Jordan in the 19th century. But it was known

to the Chinese at least in the 1st century BCE ([12]).

4.3.1 Existence

Proposition 4.3.1.1. There exists a family of monic polynomials P = (Pr| · · · |P2|P1) such that A is

equivalent to the diagonal matrix1

∆(P) =


diag(Pr, · · · ,P1) 0r,q−r

0p−r,r 0p−r,q−r



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Proof. We freely use elementary operations on matrices because they leave the equivalence class invariant.

We can assume A is non-zero. We proceed by induction on p + q ≥ 2. If p + q = 2, there is nothing to

prove. Suppose the statement is proven for p+ q ≤ n and let A be non-zero with p+ q = n+ 1.

Let d be the minimal degree of the non-zero coefficients of all matrices in the equivalence class of A. We

can assume that this degree is attained for a coefficient of A.

• By permuting rows and/or columns, we can assume this coefficient is a1,1.

• Using the suitable elementary dilatation D(δ) with δ the coefficient of the leading term of the poly-

nomial a1,1 (1.2), one can assume that a1,1 is monic.

• a1,1 necessarily divides all a1,l and al,1 for l > 1 (we can replace these coefficients by their remainder

from the Euclidean division by a1,1, which is zero due to the minimality of d). Using the same

argument, we can assume a1,l = al,1 = 0 for l > 1.

• a1,1 necessarily divides every coefficient ai,j with i, j > 1. Indeed, we can use elementary row

operations to place ai,j on the first row. Then, by elementary column operations, Cj 7→ Cj − αC1

with α being the quotient of the division of ai,j by a1,1, we can reduce the degree to be less than d,

resulting in a zero remainder due to the minimality of d.

• Thus, a1,1 = Pr is the greatest common divisor of the coefficients, and A can be written in blocks as

Pr


1 0

0 B




with B ∈ Mp−1,q−1(k[T]). We conclude by induction.

Remark(s) 4.3.1.2. Note that r is clearly the rank of A viewed as a matrix with coefficients in the field

of fractions of k[T]. Thus, it depends only on A.

This proof can be easily made algorithmic (5.14 or, alternatively, see [22] or [31]). We strongly encourage

the reader to implement it themselves using a computer (for example, using the open-source software based

on Python, SageMath2). This will be an excellent programming exercise.

4.3.2 What Uniqueness?

Let’s recall that for any integer subsets I ⊂ [1, · · · , p] and J ⊂ [1, · · · , q] of the same cardinality n, the

minor AI,J of A the square matrix (ai,j)i∈I,j∈J.

We define for n ≥ 1

δn(A) = GCD(∧n(A))
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where ∧nA is the ideal generated by all minors of order n of A. For instance, if a square matrix A is

triangular and invertible, we have δi(A) = 1 for all i.

Lemma 4.3.2.1. If

∆(P) =


diag(Pr, · · · ,P1) 0r,q−r

0p−r,r 0p−r,q−r


Pr| · · · |P2|P1 monic

then

δn(A) = Pr · · ·Pr−n+1

with the convention here that Pn = 0 if n ≤ 0.

Proof. All minors ∆I,J of ∆ = ∆(P) are triangular with at least one zero diagonal element if I ̸= J. If

I = (i1 > · · · , > in), we have det(∆I,I) = Pin · · ·Pi1 if n ≤ r and is zero otherwise. If n ≤ r, we have

ij ≤ r + 1− j so that Pr · · ·Pr−n+1|Pin · · ·Pi1 because of the decreasing property of Pi for divisibility.

Lemma 4.3.2.2. Let A,B ∈ Mp,q(k[T]). If A and B are equivalent, then

δn(A) = δn(B) for all n ≥ 0.

Proof. Since the determinant of a matrix is equal to that of its transpose, we have δn(A) = δn(
tA) for all

n. It follows that it suffices to show that for any matrix P ∈ Mq,r(k[T]) (whether invertible or not) we

have

∧n(AP) ⊂ ∧n(A).

The learned reader will invoke the general Binet-Cauchy formula

det((AP)I,J) =
∑

K|Card(K)=n

det(AI,K) det(PK,J)

for computing minors of a product of arbitrary matrices. But we don’t need that precision. We can

proceed as follows. Each column of AP is a linear combination of columns of A. The multilinearity of

the determinant then ensures that the minor (AP)I,J is a linear combination of determinants of matrices

extracted of size n where the columns are columns of A (possibly equal) and the rows are indexed by I.

If two columns are equal, the determinant is zero (the determinant is alternating). Otherwise, the set of

columns in question is indexed by a set K of cardinality n and the determinant in question is of the form

AI,K which implies that det(AP)I,J is a linear combination of det(AI,K) with Card(K) = n, and therefore

is indeed in ∧n(A). ■
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From the previous calculation in the diagonal case (4.3.2.1) we obtain

Theorem 4.3.2.3 (Elementary Divisors of a Polynomial Matrix). Let A ∈ Mp,q(k[T]) be a polynomial

matrix.

• There exists a unique sequence of monic polynomials P = (Pr · · · · · · ,P1) associated with A such that

for all n we have δn(A) = Pr · · ·Pr−n+1. These are called the elementary divisors of A.

• Two matrices in Mp,q(k[T]) are equivalent if and only if they have the same elementary divisors.

• The sequence of elementary divisors of ∆(P) (4.3.2.1) is P.

• If P is the sequence of elementary divisors of A, then A ∼ ∆(P) . This sequence can be computed

algorithmically using Gaussian pivot (4.3.1.1).

Example(s) 4.3.2.4. Let A ∈ Mn(k[T]) be a matrix such that ai,j = 0 if i > j + 1 and ai+1,i = 1:



∗ ∗ ∗ . . . ∗
1 ∗ ∗ . . . ∗
0 1 ∗ ∗ . . .

. . .

0 . . . 0 1 ∗




Then, the elementary divisors of A are (1, . . . , 1,det(A)). Indeed, the (n − 1) minor A1c,nc is upper

triangular with diagonal entries equal to 1 showing δi(A) = 1 for i < n as already observed

Exercise(s) 4.3.2.5. Let P,Q ∈ k[T] be monic polynomials and A =


P 0

0 Q


. Compute δ1(A) and

δ2(A) and deduce that the similarity invariants of A are GCD(P,Q), lcm(P,Q). Retrieve this result using

the pivot.

From this, deduce another algorithm than the pivot to compute the similarity invariants of a diagonal

matrix in k[T]. [If Qi, i ∈ I are its diagonal coefficients, consider GCD(Qi1 · · ·Qir ) when {i1, · · · , ir}
runs through the r-element subsets of I].

Remark(s) 4.3.2.6. The reader will easily adapt the previous theorem to the case of equivalence for

matrices with coefficients in a Euclidean ring (equipped with Euclidean division). To do this, one simply

needs to accept uniqueness of elementary divisors up to multiplication by units. The statement of unique-

ness generalizes without change. If the existence (4.3.1.1) remains true in a principal ideal domain, its
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proof by pivot no longer works (exercise infra). Moreover, there exist principal ideal domains that are not

Euclidean, such as Z[ 1+
√−19
2 ] ([26]) or R[x, y]/(x2 + y2 + 1) ([4]). In the principal ideal case, one must

therefore add one additional permitted operation (4.3.2.7). I emphasize that in general one must. This

algorithmic difference is a window into algebraic K-theory (4.4).

Exercise(s) 4.3.2.7. Let R be a principal ideal ring, and consider elements of R such that au− bv = 1.

We define Bézout operations on matrices with coefficients in R as left or right multiplications by block

diagonal invertible matrices of the form:




a v

b u


 02,n

0n,2 Idn




Generalize the proof of 4.3.1.1 by allowing Bézout operations in addition to elementary row operations.

4.3.3 Equivalence Classes in Mp,q(k[T])

So we have solved our initial problem (4). Indeed, if A belongs to an equivalence class of Mp,q(k[T])/∼, its

elementary divisors P(A) = P = Pi are well defined and depend only on the class (A mod ∼). Theorem

4.3.2.3 ensures that the quotient Mp,q(k[T])/∼ is identified with the set of sequences P of decreasing

monic polynomials of length r ≤ min(p, q), and the quotient map is identified with A 7→ P(A).

4.4 Supplementary Section: Insight into K-Theory

This section is cultural and can therefore be skipped at the first glance. It aims

to introduce an important idea in mathematics: how to measure the obstruction

to a result being true. Here, the question is how to measure the potential

impossibility of diagonalizing matrices by means of Gaussian elimination in a

ring R.

The precise question one naturally addresses is then: is the group GLn(R) generated by the elementary

matrices of transvections of pivot type (1.2)? We will consider the matrices of permutation and dilatations

(because they can be easily handled through the determinant function below).

The first step is to move away from n: for this, we view GLn(R) as the subgroup of GLn+1(R) consisting

of block diagonal matrices of the form diag(M, 1), where M ∈ GLn(R). This allows us to consider their

infinite union GL(R), seen as the set of matrices of infinite size, containing all finite-sized linear groups.

We then define E(A) as the subgroup of GL(A) generated by all transvections with determinant 1 that

we can reach by pivot (even if we allow enlarging the matrices).

The first result is both simple and remarkable, especially in the proof provided by [24].
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Lemma 4.4.0.1 (Whitehead). For any ring R, the group E(R) is the derived group [GL(R),GL(R)]

generated by the commutators [A,B] = ABA−1B−1 of matrices in GL(R).

In particular, E(A) is a normal subgroup, and the quotient K1(R) = GL(R)/[GL(R),GL(R)] is a com-

mutative group, as it is the abelianization of GL(R)! This is the group of algebraic K-theory of degree 1.

As the determinant of any commutator is 1, the determinant map passes to the quotient (3.6) to define

the special group of algebraic K-theory of degree 1:

SK1(R) = Ker (GL(R)
det−−→ R×).

This group avoids considering dilations and permutation matrices, which do not play a crucial role in

pivoting. The inclusion R× = GL1(R) ↪→ GL(R) followed by the quotient projection GL(R) ↠ K1(R)

allows us to define a map:

R× × SK1(R) → K1(R),

which is visibly an isomorphism.

The group SK1(R) is evidently the obstruction to the pivot algorithm (infinite) being able to diagonalize

matrices. And our results prove that if R is Euclidean, SK1(R) = 0. It is noteworthy that this obstruction

is very sudden. For example, in the case of the non-Euclidean principal ring R = Z[ 1+
√−19
2 ], we have

SK1(R) = {1} (this follows from a general deep theorem about so-called Dedekind rings, [3]). In other

words, this is not an example where the pivot with elementary matrices is insufficient, at least when

allowing to increase the size of matrices. Finding a principal R such that SK1(R) is non-trivial is difficult.

An example is given in [17]: take the subring of Z(T) generated by Z[T] and the (Tm − 1)−1 for m ≥ 1.

This is a principal ring (!) whose SK1 is even infinite.

4.5 Additional Exercises

Exercise(s) 4.5.0.1. Let

R be a Euclidean ring. Show that SLn(R) is generated by transvections.
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Chapter 5

Similarity classes of Mn(k)

5.1 Point of view
In our study of linear algebra, we propose an "algorithmic" perspective on the

reduction of endomorphisms (in finite dimensions) over an arbitrary field. We

systematically adopt the dictionary between k[T]-modules and endomorphisms

(cf. 3.2.4). Precisely, we try to do computable methods as far as possible, even

we’ll not try to find very practically efficient algorithms.

One motivation is the simplicity of the theory when we accept the language of modules, and, above

all, the fact that the usual reduction theory uses, more or less explicitly, the roots of the characteristic

polynomial, although we generally do not know how to calculate... As strange as it may seem, the module

perspective makes the theory algorithmic and transparent, freeing us from the knowledge of these roots.

Of course, eigenvalues still play an important underlying role, theoretically and often practically. We will

clarify that, al least partially (cf. 6.2 and 8.3).

67
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5.2 Introduction

René Descartes

Following Descartes’ teachings, we will classify endomorphisms completely

(5.9.0.2) and reduce them to two very simple classes: the well-named semi-

simple endomorphisms and the nilpotent one (6.3.2.1). Rules of Descartes’

methoda:
aR. Descartes, Discourse on the Method (1637), Gallimard (2009).

1. Not to accept anything as true that I did not clearly know to be so.

2. To divide each of the difficulties I examined into as many parts as possible and as might be required

for their best resolution.

3. To conduct my thoughts in an orderly manner, beginning with the simplest and easiest-to-know objects

in order to ascend little by little, as if by steps, to the knowledge of the most complex.

4. To make everywhere such complete enumerations, and such general reviews, that I might be assured

of omitting nothing. This is the rule of enumeration. To make a complete review of objects, which

involves prudence and circumspection.

We will freely use the usual properties of principal rings (Bézout’s identity, factoriality...) and the fact

that Euclidean rings are principal. The key examples for us are Z and k[T]. The reader may, if necessary,

refer (without circular reasoning) to chapter 11 for the factoriality of principal rings.

A useful result is a generalization of Euclidean division when the divisor has a leading coefficient that is

a unit: this is the result infra whose proof is a simple rereading of the usual proof (exercise).

Lemma 5.2.0.1 (Generalized Euclidean division). Let A,B be two polynomials with coefficients in a

unital ring R not necessarily commutative with B nonzero. Suppose that the leading coefficient of B

is right (resp. left) invertible. Then there exist Qr,Rr ∈ R[T] (resp. Ql,Rl) such that A = BQr + Rr

with deg(Qr) < deg(Rr) right (resp. A = QlB + Rl with deg(Ql) < deg(Rl) left) Euclidean division. If,

moreover, R is left (resp. right) integral, then there is uniqueness on the left (resp. right).
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Although it will be necessary to deal with nilpotent matrices to understand

matrix reduction, one should not lose sight of the fact that these matrices

are actually pathological. In the complex case, for example, a randomly drawn

matrix has almost surely distinct eigenvalues and is therefore almost surely non

nilpotent! One reason is provided as a warm-up exercise (5.15.0.3). However,

mathematics naturally provides many "improbable" matrices.

5.2.1 Notations

In this chapter, we refer to (see 3):

• V as a finite-dimensional space of dimension n over an arbitrary field k.

• V[T] as the k[T]-module of polynomials with coefficients in V.

• Va, a ∈ Endk(V) as the K[T]-module V = Va characterized (3.2.4) by

Tv = a(v) for all x ∈ V = Va

and more generally, P(T)v = P(a)(v).

• We will denote by A,B · · · the matrices of a, b · · · after choosing a basis for V.

• We denote by χa (resp. µa) the characteristic (resp. minimal)1 polynomial of a.

• πa ∈ Homk[T](V[T],Va) defined by

πa(
∑

viT
i) =

∑
ai(vi)

the canonical surjection extending the identity of V seen as the set of constant polynomials of V[T].

• kλ = k[T]/(T−λ) the module Va with V = k and a being the multiplication by λ ∈ k. We’ll denote

by 1Λ the unit 1 ∈ kλ.

• ã ∈ Endk[T](V[T]) is the unique k[T]-linear extension of a ∈ Endk(V) to V[T] characterized by

ã(vTi) = a(v)Ti.

1It is not required at this stage to know even the exeistence of the minimal polynomial µa of a (see 5.6.0.2).
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• C(P) the companion matrix of the monic polynomial P = Tn +
∑n−1
i=0 aiT

i




0 0 · · · 0 −a0
1 0 · · · 0 −a1
0 1 · · · 0 −a2
...

...
. . .

...
...

0 0 · · · 1 −an−1




∈ Mn(k).

Thus, C(P) is the empty matrix if P = 1,

• Jn = C(Tn) the standard Jordan block



0 0 · · · 0 0

1 0 · · · 0 0

0 1 · · · 0 0

...
...

. . .
...

...

0 0 · · · 1 0




∈ Mn(k)

of size n.

Once a basis for V has been chosen, V will be identified without further precision as kn and V[T] as

k[T]n (cf. 3.2.4 (2)), so that a and ã have the same matrix.

5.3 Strategy

Recall that two square matrices A,B from Mn(k) are similar (in k!) (denoted A ≈ B) if and only if there

exists P ∈ GLn(k) such that A = PBP−1. This indeed defines... an equivalence relation (to distinguish

it from the previous equivalence of polynomial matrices, we denote by A the similarity class of a square

matrix A ∈ Mn(k).

We will exhibit in each equivalence class a canonical representative. To do this, we will show for every

square matrix A ∈ Mn(k) a canonical representative in its similarity class in two steps, similar to what

we did for polynomial matrices.

1. Note that P(T Id−A)P−1 = TId−PAP−1 such that if A ≈ B, then T Id−A ∼ T Id−B. The miracle

is that the converse is true. We will therefore demonstrate that the mapping



Mn(k)/≈ ↪→ Mn(k[T])/∼

A 7→ T Id−A

is injective: this is the corollary 5.4.0.2.

2. Similarly to the above, we will exhibit a canonical representative C(P) in any similarity class

Mn(k)/≈) using companion matrices associated with the elementary divisors P of T Id−A, this

sequence depending only on T Id−A (4.3.2.3): this is the Frobenius decomposition theorem 5.9.0.2.
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5.4 Invariance by equivalence of T Id−A of the module Va and

applications

Let a ∈ Endk(V) and Va be the associated k[T]-module (3.2.4).

Lemma 5.4.0.1. The sequence

(i) 0 → V[T]
TId−ã−−−−→ V[T]

πa−→ Va → 0

is exact.

Proof. Let v ∈ V. The image of the constant polynomial v ∈ V[T] by πa is v. Therefore πa is onto.

We then have

πa ◦ (TId− ã)(v) = Tπa(v)− a(v) = a(v)− a(v) = 0

hence πa ◦ (TId− ã) = 0 since V generates V[T] and therefore Im(TId− ã) ⊂ Ker (πa).

Conversely, let v(T) =
∑
i≥0 T

ivi ∈ Ker (πa), i.e.

v0 +
∑

i≥1

ai(vi) = 0.

Thus, we have

v(T) =
∑

i≥1

(TiId− ãi)(vi).

But since TId and ã commute, we have (geometric series sum)

TiId− ãi = (TId− ã) ◦ (
i−1∑

j=0

Tj ãi−1−j)

and thus v(T) ∈ Im(TId− ã). Hence the exactness in the middle. The exactness on the left, being easy

and unnecessary for us, is left as an useful exercise.

In other terms, we have

(ii) Coker(TId− ã) = Va

or if one is purist Coker(TId− ã) = πa (3.4.0.1).

Choosing a basis of V identifies V to kn and V[T] to k[T]n (3.2.4). The matrix of ã is then A, the matrix

of a in the chosen base. The aforementioned exact sequence (i) is thus identified to

(iii) 0 → (k[T])n
TId−A−−−−→ (k[T]))n

πA−−→ VA = (kn)A → 0

with πA(
∑

XiT
i) =

∑
AiXi and T.X = AX for every Xi,X ∈ kn. We deduce the important result
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Corollary 5.4.0.2. Let A,B ∈ Mn(k) be the matrices of a, b ∈ Endk(V) in a base. The following

propositions are equivalent.

1. A and B are similar in Mn(k).

2. T Id−A and T Id−B are equivalent in Mn(k[T]).

3. The k[T]-modules Va and Vb are isomorphic.

Moreover, if T Id−A ≃ ∆ ∈ Mn(k[T]), then Va ≃ Coker(∆ : k[T]n → k[T]n).

Proof. 1 ⇒ 2. If P ∈ GLn(k) satisfies PAP−1 = B, then P(T Id−A)P−1 = T Id−B and thus T Id−A ∼
T Id−B.

2 ⇒ 3. There exist P(T),Q(T) ∈ GLn(k[T]) such that P(T)(TId − A)Q(T)−1 = TId−B. In this case,

P(T),Q(T) define, according to the foregoing, a commutative diagram with exact rows and isomorphism

columns

k[T]n
TId−A//

Q(T)

��

k[T]n
πA //

P(T)

��

VA
// 0

k[T]n
TId−B// k[T]n

πB // VB
// 0

and thus by functoriality of the cokernel (3.4.0.1) a unique k[T]-linear isomorphism

ι : VA → VB,

i.e. (3.2.4.1) an invertible matrix

S : VA = kn → kn = VB

satisfying SA = BS (since ι(T.v) = ι(a(v)) = T.ι(v) = b(ι(v))).

2 ⇒ 3. It has already been noted (3.2.4.1) that the existence of the isomorphism ι : VA = kn → kn = VB

defines S ∈ GLn(k) such that SA = BS.

The equivalence of the first two points is rewritten as A ≈ B if and only if T Id−A ∼ T Id−B, representing

the sought injectivity in (3.2.4.)

5.5 Similarity Invariants of a ∈ Endk(V)

Following corollary 5.4.0.2, it is reasonable to propose the following definition.

Definition 5.5.0.1. The elementary divisors of TId−A,A ∈ Mn(k) are called the similarity invariants

of A.
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Corollary 5.4.0.2 is then rewritten

Theorem 5.5.0.2 (Similarity Invariants). Let a, b ∈ Endk(V). The following propositions are equivalent.

1. a and b have the same similarity invariants P.

2. a and b are similar in Endk(V).

3. T Id−A and T Id−B are equivalent to ∆((P))

4. The k[T]-modules Va and Vb are isomorphic.

5. The k[T]-modules Va and Coker(∆(P)) are isomorphic.

Corollary 5.5.0.3. Let A,B ∈ Mn(k) and K be a overfield of k. Then,

• A and B are similar over K if and only if they are similar over k.

• A and tA are similar.

Proof. The first point follows, for example, from the fact that the similarity invariants of A are computed

by Gaussian elimination on T Id−A, an algorithm independent of the overfield in which it is computed.

The second results from two observations: A ∼ B implies tA ∼ tB (write the definition of equivalence)

and A ∼ ∆(P) = t∆(P) because ∆ is a diagonal square matrix.

Remark(s) 5.5.0.4. Another way to say the same thing is the following: let (A,B), (A′,B′) be square

matrices with A invertible. Then, there exist P,Q invertible such that PAQ = A′ and PBQ = B′ if and

only if A′ is likewise and A−1B and A′−1B′ have the same similarity invariants. Indeed, the direct part is

obvious because in this case A′ is invertible (A′−1PA)(A−1B+T)Q = (A′−1B′+T). Conversely, if A−1B
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and A′−1B′ have the same similarity invariants, there exists an invertible Π such that Π−1A−1BΠ =

A′−1B′ and we set P = A′Π−1A−1,Q = Π.

Before moving to the second point announced in (3.2.4), the Frobenius decomposition 5.9.0.2, let us

provide some specific properties related to the similarity invariants A linked to the very specific nature

of the polynomial matrix T Id−A and draw some delightful corollaries.

5.6 Calculation of Va and Applications

Let A be a matrix of a in some basis. Since Va = Coker(T Id−A), it depends up to isomorphism only

on the equivalence class of T Id−A and thus on its elementary divisors P, which by definition are the

similarity invariants of a. Since T. Id−A ∼ ∆(P), it is sufficient to compute Va = Coker(∆(P)) in this

diagonal case.

Proposition 5.6.0.1. Let a ∈ Endk(V) and P = (Pr| · · · |P1) be its similarity invariants.

1. We have r = n and
∏n
i=1 Pi = χa(T).

2. We have ∆(P) = diag(P1, · · · ,Pn).

3. We have P1|χa|Pn1 so that χa and P1 have the same irreducible factors (and hence the same roots in

any extension of k).

4. The k[T]-module Va is isomorphic to ⊕ni=1k[T]/(Pi).

5. P(a) = 0 if and only if P1|P. In other words, µa is the minimal polynomial of a.

6. χa(a) = 0 (Cayley-Hamilton).

Proof. Let A ∈ Mn(k) be the matrix of a in a basis V such that T Id−A ∼ ∆(P) (4.3.2.3). Hence, there

exist P(T),Q(T)inGLn(k[T]) such that

P(T)


diag(P1, · · · ,Pr) 0r,n−r

0n−r,r 0n−r,n−r


Q(T) = TId−A.

Since the determinants of P(T) and Q(T) are nonzero scalars and both the Pi and the characteristic

polynomial χA are monic, by taking the determinant of the preceding identity r = n and χA(T) =

P1 · · ·Pn hence (1) and (2).

Because P1 is a multiple of each Pi, by taking the product, we find that Pn1 is a multiple of χa, thus

P1|χa|Pn1 thanks to (1), hence (3).
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According to (3.3.2.2), the sequence

(k[T])n
∆−→ (k[T])n → ⊕ni=1k[T]/(Pi) → 0

is exact and is identified by functoriality of the cokernel (cf. 5.5.0.2)

Coker(∆) = ⊕ni=1k[T]/(∆i,i) = Va

hence (4).

Since P1 is a multiple of each Pi, it annihilates all the k[T]/(Pi). Conversely, if P ∈ k[T] annihilates

⊕ni=1k[T]/(Pi), it is a multiple of each Pi and therefore (equivalently) of P1. Because Va is isomorphic

to ⊕ni=1k[T]/(Pi). as k[T]-modules, this means exactly P(a) = 0 if and only if P1|P. In other words, P1

is indeed the minimal µa of a hence points (5) and (6).

Remark(s) 5.6.0.2. • Notice that the above proposition 5.6.0.1 proves the very existence of µa with-

out any previous knowledge. By construction, it is the unique monic polynomial of least degree

annihilating a.

• As we will see later (for example 5.8.0.1), the last Pi are often equal to 1. They contribute by the

zero module to Va.

5.7 Diagonalization

We keep the notations of 5.6.0.1.

Corollary 5.7.0.1. The endomorphism a is diagonalizable if and only if its minimal polynomial P1 = µa

is split over k with simple roots. In particular, the restriction of a diagonalizable to a stable subspace is

diagonalizable.

Proof. Suppose P1, and hence all Pi (which divide it), are split with simple roots. Then, according to

(5.6.0.1) and the Chinese Remainder Theorem 3.7.0.1, we have an isomorphism

ι−1 : Va ≃ ⊕ik[T]/Pi ≃ ⊕i ⊕λ|Pi(λ)=0 k[T]/(T− λ) = ⊕i ⊕ kλ.

This isomorhism identifies a with the multiplication of T on the right hand side. Because T.1λ = λ1λ

by the very definition of kλ (5.2.1), the various ι(1λ) define a diagonalization basis of a. The converse is

clear.

If W is stable by a, the restriction aW of a to W is annihilated by µa which is thus a multiple of its

minimal polynomial µaW . Thus, µaW has simple roots like µa.
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Remark(s) 5.7.0.2. This criterion is often used in the following equivalent form: an endomorphism a

is diagonalizable if and only if it admits an annihilating polynomial split over k with simple roots. For

example, any complex matrix satisfying AN = Id is diagonalizable. It’s however no longer true that a

finite order element of GL(Ω) is diagonalizable if Ω is of positive characteristic (find an example).

Matrices of a family of diagonal matrices commute pairwise. It is remarkable and important that the

converse is true. The main point is the following easy put important lemma.

Lemma 5.7.0.3. If a, b ∈ Endk(V) commute, then any eigenspace of a is b-stable.

Proof. Let v ∈ Ker(a−λ Id). One has a(b(v)) = b(a(v)) = b(λv) = λb(v) proving b(v) ∈ Ker(a−λ Id).

Corollary 5.7.0.4. Let (ai) be an arbitrary family of diagonalizable endomorphisms of V. Then, if

fi ◦ fj = fj ◦ fi for all i, j, there exists a common diagonalization basis for all the fi.

Proof. We use induction on n = dim(V) ≥ 0. We may assume that n > 0 and that the statement is true

in dimension < n. If all the fi are homotheties λi Id, any base is suitable. Otherwise, let i such that

fi is not a homothety. Then, fi has at least two distinct eigenvalues so that all its eigenspaces Ei(λ)

are of dimension < n. But they are stable by all the fj and their restrictions fj(λ) to each Ei(λ) are

diagonalizable for all j. For each λ, we then choose a common diagonalization base for the fj(λ) and the

union of these bases suits.

We now move to the second point announced in (5.3). Thus, we are looking for a canonical representative

C(P) in every similarity class A just as we found the representative ∆(P) in T Id−A. The difficulty is

that ∆(P) is not of the form T. Id−A′. But this is not a problem, as we will see. Let’s start with the

case where only one of the similarity invariants is of degree > 0.

5.8 Cyclic Endomorphisms

Let V be of dimension n and let P = Tn +
∑n−1
i=0 aiT

i ∈ k[T].
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Proposition 5.8.0.1. Let a ∈ Endk(V). The following statements are equivalent:

1. The matrix of A in a suitable basis is the companion matrix C(P).

2. µa = χa = P.

3. The similarity invariants are 1, · · · , 1,P.

4. Va and k[T]/(P) are isomorphic k[T]-modules.

5. Va is cyclic as (k[T]-module) and µa = P.

Proof. 1 ⇒ 2. If ei, 0 ≤ i ≤ n− 1, is the basis in question, then ei = ui(e0) and

un(e0) = −
∑

i<n

aiei =
∑

i<n

aia
i(e0).

Thus, Va = k[T].e0 and P(T).e0 = 0, hence µa|P. Since ui(e0), i < n, are free, there does not exist a

monic polynomial Q of degree < n such that Q(a) = 0 because otherwise Q(a)(e0) = 0 would be a linear

relation, and thus µa = P and µa = χa due to degree reasons since µa|P.

2 ⇒ 3. Saying µa = P implies P1 = χa and thus Pi = 1 for i > 1 as per point 1 of proposition 5.6.0.1.

3 ⇒ 4 as per point 4 of proposition 5.6.0.1.

4 ⇒ 5 is tautological: we have already seen P = µa in the proof of point 5 of 5.6.0.1. If ι is then an

isomorphism of k[T]/(P) onto Va, the element ι(1 mod P) generates Va.

5 ⇒ 1. Let e0 be a generator of Va. The kernel of the unique k[T] surjective morphism k[T] → Va that

sends 1 to e0 is the annihilator of e0 in Va, and thus contains µa = P. But if its monic generator were

Q of degree < n, then Q(T)e0 = 0 but also Q(T)Va = (0) since Va = k[T]e0. Therefore, µa = P would

divide Q, which is impossible since deg(P) = n.

Remark(s) 5.8.0.2. Observe that we already knew the similiraty invariants (4.3.2.4). Notice also that

any cyclic submodule k[T].v of Va is a quotient of k[T] and therefore of k[T]/(µa) because µa(T).v =

µa(a)(v) = 0. In particular, dimk[T].v ≤ deg(µa). A vector v such that k[T].v has the maximal dimension

deg(µa) is called cyclic. In other words, v is cyclic if k[T].v is a cyclic subspace of maximal dimension.

5.9 Frobenius Decomposition

Definition 5.9.0.1. Let P = (Pn, · · · ,P1) be a sequence of monic polynomials. We define the generalized

companion matrix C(P) of size n =
∑

deg(Pi) by C(P) = diag(C(Pi)) (5.2.1).
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Ferdinand Georg Frobenius

We can now conclude with the second point announced in (5.3). We are thus

looking for a canonical representative C(P) in each similarity class A.

Note that C(1) is... the empty matrix, as any matrix of endomorphism of k[T]/(1) = (0)!

Theorem 5.9.0.2 (Frobenius Reduction). Let P=(Pn| · · · |P1), i = 1, · · · , n be monic polynomials of

k[T] and A ∈ Mn(k).

1. The family of similarity invariants of C(P) is P.

2. If P is the family of similarity invariants of A, then A is similar to C(P).

Proof. Let r be the highest index i such that di = deg(Pi) > 0. According to the characterization of cyclic

endomorphisms (5.8.0.1), for every i ≤ r, the matrix T Id−C(Pi) is equivalent to diag(1, · · · , 1,Pi) (with

1 repeated di− 1 times) and thus can be written as Q′
i diag(1, · · · , 1,Pi)Q−1

i with Qi,Q
′
i ∈ GLdeg(Pi)(k),

while C(Pi) is empty for i > r. Thus with Q = diag(Qi),Q
′ = diag(Q′

i), i ≤ r

T Id−A = Qdiagi

(
diag(1, · · · , 1,Pi)

)
Q′−1 ∼ diag(P1, · · · ,Pr, 1, · · · , 1)

with 1 repeated
∑
i≤r(di − 1) = n − r times thus diag(P1, · · · ,Pr, 1, · · · , 1) = diag(P1, · · · ,Pn). By

uniqueness of elementary divisors, (1) follows.

For (2), from (1) it follows that A and C(P) have the same similarity invariants, therefore are similar.

Exercise(s) 5.9.0.3. Let α, β ∈ k and a ∈ Endk(V). Compute the similarity invariants of αa + β Id

based on α, β, and the invariants of a.

Exercise(s) 5.9.0.4. Compute the similiraty invariants of 2 by 2 matrix. In the real case, are these

invariants continuous with respect of the matrix coefficients ?

5.9.1 Equivalent Formulation

With the previous notations, we have Va = ⊕Vi where Vi ≃ k[T]/(Pi) as k[T]-modules. In particular,

the antecedent vi ∈ Vi of 1 ∈ k[T]/(Pi) generates Vi: it is a cyclic vector of the restriction of a to Vi. In

other words, the unitary generator µa,vi of the ideal of polynomials P such that P(a)(vi) = 0 is of maximal

degree, namely the degree of the minimal polynomial of a|Vi
. Alternatively, equivalently, µa,vi = µa|Vi

.

We can rewrite the Frobenius theorem by stating that there exists a decomposition Va = ⊕Vi where

each Vi is cyclic of minimal polynomial Pi with the usual divisibility condition. Moreover, give such a

decomposition, the Pi are the similarity invariants.
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5.10 Summary

Collating what we have proved, we have the following results.

Let A,B ∈ Mn(k) and P = (Pn| · · · |P1) a family of monic polynomials.

• A and B are similar if and only if they have the same similarity invariants.

• The family of similarity invariants of C(P) is P.

If P is the family of similarity invariants of A, we have:

• A and C(P) are similar.

• VA ≃ ⊕k[T]/(Pi) where A also denotes the endomorphism of V = kn associated.

• T Id−A is equivalent to diag(P1, · · · ,Pn).

• P is calculated by Gauss elimination by "diagonalizing" T Id−A in Mn(k[T]).

• We have χA = P1 · · ·Pn and P1 = µA.

• The similarity invariants of C(P) are (1, · · · , 1,P).

The proof strategy is illustrated by the following diagram.

XId-B1XId-A1

D(P1)

XId-B2XId-A2

D(P2)

D(P)| ∑deg(Pi)≠ n

A3(X) B3(X)Polynomial Invariants
P=(Pn,…,P1)

Mn(k[X])/∼

A1 B1

C(P1)

A2 B2

C(P2)

Mn(k)/≈

Similiraty 
classes

Equivalence
Classes 

Inclusion

D(P)| ∑deg(Pi)= n

A3(X) B3(X)

5.11 Application: Commutant

It is then easy to study the commutant (see ii)

Com(a) = Endk[T](Va) ≃ Endk[T](⊕k[T]/(Pi)).
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for example, to calculate its dimension.

Proposition 5.11.0.1. The dimension of Com(a) is
∑

(2i− 1) deg(Pi). In particular, dimCom(a) ≥ n

with equality if and only if a is cyclic.

Proof. We have

Endk[T](⊕k[T]/(Pi)) = ⊕i,j Homk[T](k[T]/(Pi),k[T]/(Pj))

Since k[T]/(Pi) is cyclic generated by the class of 1, an element of

Homk[T](k[T]/(Pi),k[T]/(Pj))

is determined by its image (P mod Pj) where P satisfies

(∗) PiP ≡ 0 mod Pj

(universal property of the quotient 3.6.0.1). If i ≤ j, we have Pj |Pi, and this condition is automatically

satisfied so that

Homk[T](k[T]/(Pi),k[T]/(Pj)) ≃ k[T]/(Pj) if i ≤ j

If i > j, we have Pi|Pj so the condition (∗) reads P ≡ 0 mod Pj/Pi so that

Homk[T](k[T]/(Pi),k[T]/(Pj)) ≃ Pj/Pik[T]/(Pj) ≃ k[T]/(Pi) if i > j

We therefore have

dimk(Com(a)) =
∑

i≤j
deg(Pj) +

∑

i>j

deg(Pi)

=
∑

j

j deg(Pj) +
∑

i

(i− 1) deg(Pi)

=
∑

(2i− 1) deg(Pi)

Usin n =
∑

deg(Pi), we get dimCom(a)− n = 2
∑n
i=1(i− 1) deg(Pi) ≥ 0. Furthermore, equality implies

(i− 1) deg(Pi) = 0 for every i, thus deg(Pi) = 0 if i > 1 so that equality is equivalent to the cyclicity of

a.

Exercise(s) 5.11.0.2 (Bicommutant, difficult). Show that the inclusion k[a] ⊂ Com(Com(a)) is an

equality where Com(Com(a)) is the set of endomorphisms that commute with all elements of Com(a).

5.12 Application: Jordan Reduction

Let A ∈ Mn(k) and P the similarity invariants of A. Assume χA splits over k and denote by Λ the set of

its distinct roots. One gets

χA(T) =
∏

Λ
(T− λ)dλ .
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Camille Jordan

Let us explain why the Frobenius reduction immediately leads to the Jordan

reduction of endomorphisms with a split characteristic polynomial. We retain

the previous notations (and remind that a matrix of size ≤ 0 is an empty

matrix).

If we specialize to the case χA = Tn, we have Pi = Tdi with di ≥ 0 decreasing and
∑
di = d.

Definition 5.12.0.1. A partition of an integer n ≥ 0 is a decreasing sequence d = (di)1≤i≤n of integers

≥ 0 such that
∑
di = n.

Since each Pi divides χA, we have

(iv) Pi =
∏

Λ
(T− λ)dλ,i where dλ = (dλ,i)iis a partition of dλ.

By applying the Chinese remainder theorem 3.7.0.6, we have

VA = ⊕λ ⊕i k[T]/((T− λ)dλ,i).

Let Bλ,i = ((T− λj) mod (T− λ)dλ,i)j<dλ,i
. It is a k-basis of k[T]/((T− λ)dλ,i . The formula

T(T− λ)j = (T− λ)j+1 + λj(T− λ)j

ensures that the matrix MatBλ,i
(T) theof multiplication by T on k[T]/((T − λ)dλ,i is λ + Jdλ,i

where

Jm = C(Tm) is the standard Jordan block of size m (5.2.1). Thus, we have

Theorem 5.12.0.2 (Jordan Reduction). Under the assumptions and notations above, we have:

1. A is similar to a unique diagonal matrix diag(λ + Jdi,λ) with for every λ the sequence (di,λ)i being

a partition of dλ.

2. In particular, if χA = Tn (i.e., A is nilpotent), there exists a unique partition d = (di) of n verifying

A is similar to the diagonal block matrix Jd = diag(Jdn , · · · , Jd1). The similarity invariants of A are

Tdn ,Tdn−1 , · · · ,Td1 .
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Remark(s) 5.12.0.3. The uniqueness follows from the fact that once the Jordan reduction is given, the

calculation of its similarity invariants follows. Indeed, if the Jordan form consists of blocks of the type

λ Idr +Jr, each such block is associated with the polynomial (T − λ)r. For each eigenvalue λ, we order

the blocks that appear in descending order, and write down the corresponding polynomials in columns

(T− λ1)
d1,1 (T− λ2)

d1,2 · · ·
(T− λ1)

d2,1 (T− λ2)
d2,2 · · ·

...
...

with di+1,j ≤ di,j. We then read off the invariant factors P1,P2, etc., from the rows (starting from the

last one).

Exercise(s) 5.12.0.4. Let M ∈ Mn(k) be a nilpotent matrix.

1. Show that rk(M) = n− 1 if and only if the Jordan reduction is Jn.

2. If k = R, show that the set of nilpotent matrices of rank n − 1 is the largest open set of the set of

nilpotent matrices on which the Jordan reduction is continuous (with the topology defined by a norm

on Mn(R)).

3. Show that rk(M) = n−2 if and only if M has exactly two Jordan blocks Jp, Jn−p where p is the index

of nilpotency of M. Show that p ≥ n/2.

4. Let p ≥ n/2, an integer q = n− p, and set for t ∈ k, let Mt = diag(Jp, Jq) + tEp+q,p (adding t at the

bottom of the p-th column). Calculate the index of nilpotency of Mt depending on t. Deduce that the

Jordan reduction of Mt is diag(Jp+1, Jq−1) if t ̸= 0 and diag(Jp, Jq) otherwise.

5. Assume k = R. What is the set of continuity of the Jordan reduction application restricted to the

subset of nilpotent matrices of rank n− 2 (with the topology defined by a norm on Mn(R))?

5.12.1 Examples

(1) The elementary divisors of the Jordan reduction



λ 1 0 0 0 0

0 λ 0 0 0 0

0 0 λ 1 0 0

0 0 0 λ 0 0

0 0 0 0 λ 0

0 0 0 0 0 µ



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(where λ ̸= µ), are

(T− λ)2 (T− µ)

(T− λ)2

(T− λ).

The similarity invariants are thus

(T− λ) , (T− λ)2 , (T− λ)2(T− µ).

(2) If M =




0 4 2

−1 −4 −1

0 0 −2


, we have

TI−M =




T −4 −2

1 T + 4 1

0 0 T + 2


 .

Let’s perform elementary operations according to the algorithm - or rather its outline - described in the

proof of the proposition 4.3.1.1 :


T −4 −2

1 T + 4 1

0 0 T + 2

 L1↔L2−−−−→


1 T + 4 1

T −4 −2

0 0 T + 2



L2→L2−TL1−−−−−−−−→


1 T + 4 1

0 −4− T(T + 4) −2− T

0 0 T + 2


C2→C2−(T+4)C1

C3→C3−C1

−→


1 0 0

0 (T + 2)2 −2− T

0 0 T + 2



L2→L2+L3−−−−−−−→


1 0 0

0 (T + 2)2 0

0 0 T + 2


C1↔C2

L1↔L2

−→


1 0 0

0 T + 2 0

0 0 (T + 2)2

 .

The similarity invariants are thus T+2 and (T+2)2 and the Jordan reduction is




−2 1 0

0 −2 0

0 0 −2


. An

endomorphism with matrix M is not cyclic.
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(3) If M =




3 1 0 0

−4 −1 0 0

6 1 2 1

−14 −5 −1 0




, we obtain as the reduction for TI−M the matrix




(T− 1)2 0 0 0

0 (T− 1)2 0 0

0 0 1 0

0 0 0 1



.

The invariant factors are (T − 1)2 and (T − 1)2, and the Jordan reduction is




1 1 0 0

0 1 0 0

0 0 1 1

0 0 0 1




. An

endomorphism with matrix M is not cyclic.

(4) An endomorphism is cyclic if and only if, for each eigenvalue, there is only one Jordan block.

5.12.2 Supplement on nilpotent matrices

Let A be a nilpotent matrix and d the associated partition (5.12.0.2). Since the Jordan block Jp is the

matrix in the canonical basis of the multiplication by T of k[T]/(Tp), the image of Jip is identified with

Tik[T]/(Tp)/ ≃ k[T]/(Tp−i). We derive the equality rk(Jip) = (p− i)+ and more generally

(v) rk(Ai) =
∑

j

(dj − i)+

We set

d∗i = dim(Im(Ai−1)/ Im(Ai)) = rk(Ai−1)− rk(Ai), i = 1, · · · , n

(with A0 = Id) so that we have
∑
d∗i = n and d∗i ≥ 0. Moreover, the multiplication by A induces

a surjection Im(Ai−1)/ Im(Ai) → Im(Ai)/ Im(Ai+1) so that d∗i decreases. We have by construction

rk(Ai) =
∑
j>i d

∗
j .

(vi) n− rk(Ai) =
∑

j≤i
d∗j

Definition 5.12.2.1. The partition d∗ = (d∗i ) is said to be the dual partition of d.

We now rewrite of the dual partition and prove that partition duality is involutive as usual!
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Lemma 5.12.2.2. With the previous notations, we have d∗i = Card{j|dj ≥ i} and d∗∗ = d.

Proof. We first write

d∗i =
∑

j

(dj − i+ 1)+ − (dj − i)+

=
∑

j|dj≥i
(dj − i+ 1)+ − (dj − i)+

=
∑

j|dj≥i
1

= Card{j|dj ≥ i}

giving the first equality. For the second, we write

d∗∗i = Card{j|d∗j ≥ i}

= Card{j|Card{k|dk ≥ j} ≥ i}

But Card{k|dk ≥ j} ≥ i if and only if di ≥ j. Indeed, if there is an ordered set of indices K of cardinality

≥ i such that k ∈ K ⇒ dk ≥ j, then its i-th element k is ≥ i and di ≥ dk ≥ i by the decreasing nature of d.

Conversely, if di ≥ j, then dk ≥ j for k ≤ i always by the decreasing nature and thus Card{i|di ≥ j} ≥ i.

Thus Card{j|Card{k|dk ≥ j} ≥ i} = di.

Remark(s) 5.12.2.3. The usual argument uses Young’s tableau giving proofs, more or less convincing,

of a graphical nature. It is unnecessary for us to introduce these additional notations.

5.13 Appendices

5.13.1 Algorithm for moving from equivalence to similarity

We know therefore that if TId−A and TId−B are equivalent, i.e., if there exist P(T),Q(T) polynomial

and invertible matrices such that

P(T)(TId−A) = (TId− B)Q(T)−1,

then there exists P ∈ GLn(k) such that B = PAP−1.
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Proposition 5.13.1.1 (Thanks to O. Debarre). There exists an algorithm for computing such a P.

Proof. We can perform the divisions by monic (here of degree one) in R[T] with R = Mn(k[T]) (5.2.0.1)

P(T) = (TId− B)P1(T) + P0,

Q(T)−1 = Q̃1(T)(TId−A) + Q̃0,

with P0 and Q̃0 in Mn(k) (let’s stress that R is not in a commutative ring). We obtain by substituting

((TId− B)P1(T) + P0)(TId−A) = (TId− B)(Q̃1(T)(TId−A) + Q̃0)

or also

(TId− B)(P1(T)− Q̃1(T))(TId−A) = (TId− B)Q̃0 − P0(TId−A).

The left-hand side is therefore of degree at most 1 in T, which is only possible if P1(T) = Q̃1(T). Thus

(TId−B)Q̃0 = P0(TId−A) (argue by contradiction and look at the highest degree term). The equality

of the coefficients of T gives Q̃0 = P0, that of the constant coefficients gives BQ̃0 = P0A. It remains to

show that Q̃0 is invertible. We perform another division i R[T]

Q(T) = Q1(T)(TId− B) + Q0

and we write

Id = Q(T)−1Q(T)

= (Q̃1(T)(TId−A) + Q̃0)Q(T)

= Q̃1(T)(TId−A)Q(T) + Q̃0Q(T)

= Q̃1(T)P(T)
−1(TId− B) + Q̃0(Q1(T)(TId− B) + Q0)

=
(
Q̃1(T)P(T)

−1 + Q̃0Q1(T)
)
(TId− B) + Q̃0Q0.

Again, as Q̃0Q0 is constant, the factor of TId− B is zero and Q̃0Q0 = Id, hence the conclusion.

5.13.2 Jordan reduction by duality of nilpotents without modules

We are going to give a classical proof of the Jordan reduction theorem 5.12.0.2 by induction on dimension.

We’ll freely use using standard methods of duality (see chapter (7) below) to deal with the nilpotent

matrices. The reader we’ll prove the general case and of characteristic spaces (i.e.primary components

of Va) by reduction to characteristic spaces (see chapter 8 below) thanks to the kernel lemma 3.7.0.2 to

prove the general case see chapter.

We start the induction in dimension 0. So let a be a nilpotent endomorphism on V of dimension n ≥ 1

and d = degµa ≥ 1 its index of nilpotency. Since ad−1 ̸= 0, we can choose v such that ad−1(v) ̸= 0. As

the vector is non-zero, we further choose φ ∈ V∗ such that ⟨φ, ad−1(v)⟩ ≠ 0.
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By construction, the spaces W = k[a].v and W∗ = k[ta].φ are stable by a and ta respectively generated

by ai(v), i ≤ d− 1 and tai(φ), i ≤ d− 1 respectively. Their dimension is therefore ≤ d. We easily verify

that these generating families are free, so they are of dimension d. In particular, W is cyclic and the

matrix of (the restriction to W of) a in the previous base is the standard Jordan block Jd. As W∗ is

stable by ta, its orthogonal W⊥
∗ ⊂ V∗∗ = V is stable by tta = a, hence is of dimension n − d < n. We

can thus apply the induction hypothesis to the restriction of a to W′.

It remains to verify that the sum W+W⊥
∗ is direct therefore that W ∩W⊥

∗ = {0} since the dimensions

are complementary. So let
∑
i<d λia

i(v) be in the intersection. If any of the λi is non-zero, choose j the

smallest index of non-zero coefficients and apply tad−1−jφ ∈ W∗. We thus have

0 = ⟨tad−1−jφ,
∑

i<d

λia
i(v)⟩ = ⟨φ,

∑

i≥j
λia

d−1−j+i(v)⟩ = λj⟨φ, ad−1(v)⟩ ≠ 0,

a contradiction.

5.13.3 Frobenius decomposition without modules

We are now going to give a proof of the Frobenius theorem 5.9.0.2 by induction on dimension using

standard methods of linear algebra (see also 5.9.1). This is in fact just an adaptation of the previous

proof 5.13.2 of the Jordan reduction theorem. It will not be algorithmic2 due to the use of the kernel

lemma for the following key lemma.

Lemma 5.13.3.1. Every endomorphism in finite dimension admits a cyclic vector.

Proof. The ideal of k[T] of polynomial P such that P(a)(v) = 0 has a unique monic generatr µa,v which

divides µ = µa. Suppose that µ is the power Pd of an irreducible polynomial. Each minimal µa,v is

therefore of the form Pdv with dv ≤ d. If for every v, dv ≤ d − 1, we would have Pd−1(a)(v) = 0, a

contradiction with µa = Pd.

In the general case, decompose µa =
∏

Pdii into powers of irreducible factors pairwise coprime. On each

kernel Ki = Ker(Pdi(a)), the minimal of a|Ki
is Pdi , so thanks to what precedes there exists a cyclic

vector vi for a|Ki
. It remains to apply the kernel lemma 3.7.0.2 to be convinced that the sum of the vi is

a cyclic vector for a.

Exercise(s) 5.13.3.2. Using theorem 5.5.0.2 and the corresponding algorithm, write an algorithm to

find a cyclic vector. Implement it with SAGEMath.

For the existence of the Frobenius decomposition, we will thus adapt the demonstration of the previous

section. Suppose therefore that a is an arbitrary endomorphism of V of finite dimension of minimal

2For the interested reader, see http://www.lix.polytechnique.fr/~augot/CRAS_94.pdf for an algorithm. Compare with

exercise 5.13.3.2 infra.

http://www.lix.polytechnique.fr/~augot/CRAS_94.pdf
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polynomial µa of degree d and choose v a cyclic vector for a. The subspace W = k[a].v is cyclic, stable

of dimension d so that the minimal of a|W is µa. The same is true of its transpose ta|W ∈ Endk(W
∗)

; let φ̃ ∈ W∗ a cyclic vector for ta|W ∈ Endk(W
∗). As the degree of its minimal is d which is also the

dimension of W∗, we have k[ta|W].φ̃ = W∗.

Let φ ∈ V∗ be an arbitrary linear extension of φ̃ ∈ W∗ = Homk(W,k) to V and set W∗ = k[ta].φ ⊂ V∗.

As any monogenic subspace, W∗ has dimension ≤ d. But since the restriction of forms to W surjectively

maps W∗ = k[ta].φ ⊂ V∗ to = k[ta|W].φ̃ = W∗ because it maps φ to φ|W = φ̃, this restriction is an

isomorphism W∗ ≃ W∗. In particular, φ is cyclic for ta.

As above, W and W⊥
∗ are stable with complementary dimensions, with W being cyclic. Furthermore, the

minimal polynomial of a|W⊥
∗

divides µa. What remains is to prove that the sum of W and W⊥
∗ is direct

to conclude by induction. However, if w ∈ W is orthogonal to W∗, then for all ψ ∈ W∗, the nullity of

⟨ψ,w⟩ is just ⟨ψ|W, w⟩. Since the restriction W∗ → W∗ is an isomorphism, it follows that w is orthogonal

to every form of its dual, thus is zero.

For uniqueness, suppose, with obvious notations, that we have two Frobenius decompositions

V = ⊕Vi(Pi) = ⊕Wi(Qi).

Let us show by strong induction that Pi = Qi for every i. We already necessarily have P1 = µa = Q1.

Now assume i > 1 and P1 = Q1, . . . ,Pi−1 = Qi−1.

On one hand, we have

Pi.V = ⊕j<iPi.Vj

because Pi divides Pj = µa|Vj
|Pi if j ≥ i. On the other hand, we have

Pi.V = ⊕jPi.Wj

and

dimPi.Vj = dimPi.Wj if j < i

because, in suitable bases, the matrices of the restrictions of a to Vj and Wj are the same companion

matrices associated with Pj = Qj if j < i, and so it is the same for those of Pi(a). By calculating the

dimension of Pi.V in two ways, it follows that dimPiWi = 0 and thus Qi|Pi since Qi is the minimal

polynomial of a on Wi. By symmetry of roles, we have Pi = Qi.

5.14 Implementations in Sage

We have used SageMath version 9.7, Release Date: 2022-09-19, Using Python 3.10.5.

5.14.1 Elementary Divisor Calculations

1
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2 # Function to c a l c u l a t e e lementary d i v i s o r s

3 de f divelem ( a ) :

4 m = a . nrows ( )

5 n = a . nco l s ( )

6 d = [ ]

7 # Matr ices o f s i z e <= (1 ,1 )

8 i f m ∗ n == 0 or a == zero (ZZ , m, n) :

9 r e turn d

10 a = ze ro tage ( a )

11 d = d + [ a [ 0 , 0 ] ]

12 # Row or column matr i ce s

13 i f (m − 1) ∗ (n − 1) == 0 :

14 r e turn d

15 # Non−row or column matr i ce s

16 d = d + divelem ( a [ 1 :m, 1 : n ] )

17 # By recur s i on , d i s de f ined and a i s equ iva l en t to diag (d)

18 r e turn d ivd iag (d)

19

20 de f divelem_norm ( a ) :

21 r e turn [ p / p . l e a d i n g_co e f f i c i e n t ( ) f o r p in divelem ( a ) i f p != 0 ]

22

23 d = divelem_norm ( a )

24 tmps2 = time . time ( )

25 pr in t ( ( tmps2 − tmps1 ) ∗ 1000 , ’ms ’ )

26

Remark(s) 5.14.1.1. This Polynomial Gauss Pivot program quickly becomes deficient when, for exam-

ple, Q is replaced by R. The reason is the structural numerical instability of the Gauss pivot. When

pivoting on scalar matrices, we partially compensate for this by always choosing the largest pivot in ab-

solute value to try to prevent the coefficients from exploding and exceeding the machine’s capabilities, but

this becomes impossible with polynomial pivoting. It’s an interesting subject for reflection to see how we

might overcome this difficulty. We chose to reprogram a number of native Sage functions, such as the

elementary operations, to clearly illustrate the algorithm.

5.14.2 Jordan-Chevalley Decomposition

1

2 # Thanks to Antoine Ca s t e l l a n i f o r t h i s SAGE code c a l c u l a t i n g Dunford ’ s r educt i on

3 l = 5

4 d = 4

5 k.<u> = GF( l ^d)
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6 # To switch f i e l d s , uncomment and comment the above l i n e f o r f i e l d k = QQ

7 # Adaptation i s nece s sa ry i f the f i e l d i s not p e r f e c t : a good e x e r c i s e

8

9 R.<x> = PolynomialRing (k ) # Replace ’ k ’ with ’QQ’ or ’ k.<u> = GF(p^n) ’ as needed

10

11 # Vers ion to avoid us ing the f a c t o r ( ) command in SAGE

12 de f remove_square_factors (P) :

13 p = k . c h a r a c t e r i s t i c ( )

14 i f p == 0 :

15 r e turn P / gcd (P, d i f f (P) )

16 e l s e :

17 u = gcd (P, d i f f (P) )

18 v = P / u # Returns terms without square when power i s not d iv ided by p

19 i f v == P:

20 r e turn v

21 e l s e :

22 w = u / gcd (u , v^(P. degree ( ) ) ) # Returns the other terms , i . e . , those whose power i s

d iv ided by p . We can t h e r e f o r e take the p−th root

23 root_w = (w. numerator ( ) ) . nth_root (p) # Returns the p−th root o f w and i t e r a t e

24 r e turn v ∗ remove_square_factors ( root_w)

25

26 de f Hensel (P, x_0 , n) :

27 # P polynomial

28 # x_0 from lemma

29 # n in t e g e r

30 s o l u t i o n s = [ x_0 ]

31 N = va luat i on (n , 2) + 2

32 f o r j in range (N) :

33 i = P( s o l u t i o n s [ j ] )

34 r = ( d i f f (P) ( s o l u t i o n s [ j ] ) ) . i n v e r s e ( )

35 s o l u t i o n s . append ( s o l u t i o n s [ j ] − r ∗ i )

36 r e turn s o l u t i o n s [N]

37

38 de f Jordan ( a ) :

39 # a square matrix

40 n = a . nrows ( )

41 pi = remove_square_factors ( minpoly ( a ) )

42 Delta = Hensel ( pi , a , n )

43 r e turn "D =" , Delta , "N =" , a − Delta , " t e s t =" , a ∗ Delta − Delta ∗ a

44

45 # Test ing

46 # a = matrix (k , [ [ 1 , k . random_element ( ) , 1 ] , [ 0 , 1 , 1 ] , [ 0 , 0 , 2 ] ] )

47 # Jordan ( a )

48
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5.15 Additional Exercises

Exercise(s) 5.15.0.1. Prove that a ∈ Endk(V) is triangulable if and only if χa is split. Demonstrate that

a family of commuting and triangulable endomorphisms admits a common triangulation base (inspired by

the proof of 5.7.0.4).

Exercise(s) 5.15.0.2. Consider G, a commutative subgroup of GLn(R) where every element is squared

to Id.

1. Prove that G is finite with cardinality ≤ n (refer to 5.7.0.2 and 5.7.0.4).

2. Prove that if GLn(R) and GLm(R) are isomorphic, then n = m.

3. Can you generalize this to other fields?

4. What happens if G is no longer assumed to be commutative?

Exercise(s) 5.15.0.3. Using the notations and results from 3.8.0.13.

1. Let P ∈ C[T]. Show that the roots of P are simple if and only if the discriminant of P, defined by

Res(P,P′), is non-zero.

2. Considering the discriminant of the characteristic polynomial of a complex square matrix, prove that

the set of Mn(C) matrices with distinct eigenvalues is dense and that its complement is of zero

Lebesgue measure.

Exercise(s) 5.15.0.4. In this exercise, we assume that k = R and accept that every irreducible polyno-

mial in R[T] has a degree of at most 2. Let a be an endomorphism of V.

1. Using the Chinese remainder theorem, demonstrate that Va can be written as a direct sum of R[T]-

modules of the form R[T]/(T−α)m or R[T]/(T2− bT− c)n with α, b, c being real numbers such that

b2 + 4c < 0 and m,n being strictly positive integers.

2. Show that (T − α)m−1, . . . , (T − α), 1 is a basis of the R-vector space R[T]/(T − α)m and that

T(T2 − bT− c)n−1, (T2 − bT− c)n−1, . . . ,T(T2 − bT− c),T2 − bT− c,T, 1 is a basis of the R-vector

space R[T]/(T2 − bT− c)n.

3. In both cases, write the matrix of multiplication by T in the basis given in the previous question.

Such matrices are called real Jordan blocks.

4. We assume that the matrix of a is



0 0 0 0 0 0

0 0 0 0 0 0

0 1 0 0 0 −1

0 0 1 0 0 0

0 0 0 1 0 −2

0 0 0 0 1 0




.
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Give the decomposition of this matrix into real Jordan blocks.



Chapter 6

Semisimplicity in Mn(k)

Jorge Luis Borges

Simplicity// It opens, the gate to the garden/ with the docility of a page/ that

frequent devotion questions and inside, my gaze/ has no need to fix on objects/

that already exist, exact, in memory.// I know the customs and souls/ and that

dialect of allusions/ that every human gathering goes weaving./ I’ve no need to

speak/ nor claim false privilege;/ they know me well who surround me here,/

know well my afflictions and weakness.// This is to reach the highest thing,/

that Heaven perhaps will grant us:/ not admiration or victory/ but simply to

be accepted/ as part of an undeniable Reality,/ like stones and trees.

6.1 Perspective

We show algorithmically how the study of similarity classes reduces to the

classes of nilpotent matrices in Mn(k) (5.12.0.2) and to those of diagonalizable

matrices over an algebraically closed field Ω containing k, the (absolutely)

semisimple matrices.

The Jordan-Chevalley decomposition1 (over fields of characteristic zero and more generally perfect fields)

is the cornerstone of the theory of algebraic groups and Lie algebras. In the complex case, it will also be

specified how this decomposition is generally discontinuous, continuous if the characteristic polynomial

is fixed.

In this chapter, unless expressly stated otherwise,

k denotes a perfect field (6.2.3.1) and Ω an algebraically closed field that contains it.

1Interestingly, the term Dundford decomposition is found for Jordan-Chevalley decomposition in French literature.

93
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6.2 Semisimplicity

Semisimplicity is the right generalization of diagonalizability in the case of perfect fields as we will see.

Let’s start with some formal generalities.

Ryoan-ji, Kyoto

6.2.1 General Semisimple Modules

In this paragraph, R denotes an arbitrary commutative unit ring.

Definition 6.2.1.1. A R-module is said to be

• semisimple if every submodule has a complement;

• simple if it is non-zero and has no non-trivial submodules.

An endomorphism a ∈ Endk(V) is said to be semisimple if the k[T]-module Va is.

Exercise(s) 6.2.1.2. Demonstrate the following points.

1. A vector space is semisimple, and is simple if and only if it is of dimension 1.

2. There exists a ∈ Endk(V) such that Va is not semisimple2.

3. The Z-module (i.e., abelian group) Z/42Z is not semisimple (cf. 6.2.1.3 infra).

4. A principal ring that is not a field is never semisimple as a module over itself.

The following observations are elementary but very useful.

2Consider a nilpotent in dimension 2 for example (6.2.4.1).
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Proposition 6.2.1.3. Let N be a submodule of a semisimple module M.

• M is isomorphic to N⊕M/N.

• Every submodule is isomorphic to a quotient module and every quotient module is isomorphic to a

submodule.

• Both N and M/N are semisimple.

Proof. Let S be a complement of N in M. The canonical surjection f : M → M/N defines by restriction an

isomorphism S
∼−→ M/N hence the first point. But then, the first projection M = N⊕M/N is surjective and

identifies N to the quotient Coker(p). Similarly for the quotients with the inclusion M/N ↪→ M = N⊕M/N,

hence the second point. For the last point, if M′ is a submodule of M/N, a complement S is chosen for the

submodule f−1(M′) and it is verified that f(S) is a complement of M′ in M/N so that M/N is semisimple.

But as N is identified to a quotient of M, the same is true for N. ■

Exercise(s) 6.2.1.4. Show that M is semisimple if and only if every short exact sequence is split (cf.

3.8.0.3).

6.2.2 Semisimple Modules over Principal R

If m is a torsion element of some R-module, its annihilator AnnR(m) has a non-zero generator, well

defined up to invertible elements: its minimal µm (see the proof 5.13.3.1 for a special case of this notion).

Proposition 6.2.2.1. Suppose M is a module over principal ring R which is not a field.

1. There exists an irreducible element p of R.

2. R/(p2) and therefore R is not semisimple.

3. M is semisimple if and only M is torsion and if the minimal of every element is square-free.

Proof. As R is not a field, R has a non-null non-invertible element whose any of its irreducible factors

meets (1).

If R/(p2) were semisimple, the exact sequence 0 → R/(p)
p−→ R/(p2) → R/(p) → 0 would be split since

pR/(p) would have a complement in R/(p2) and thus R/(p2) ≃ R/(p)⊕ R/(p) (3.8.0.3). But this would

imply that p kills R/(p2), which it does not hence (2). Moving on to (3).

⇒ If m ∈ M has a trivial annihilator, R m−→ R is injective so that R is a submodule of M and therefore

should be semisimple, which it is not (6.2.1.2)). Hence, every element is torsion. Let then m whose
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minimal µm is divisible by p2 with p an irreducible so that R/(µm) is a submodule of M. Assume

absurdly M semisimple. Then, R/(µm) is also a quotient of M (6.2.1.3) and therefore the same for R/(p2)

(as a quotient of R/(µm) therefore of M) which then would be semisimple, which it is not according to

(2).

⇐ Assume the minimal of every element is square-free and let N submodule of M. Then, for every p

irreducible, we have M[p] =
⋃
n≥1 AnnM(pn) = AnnM(p) (3.7). As M is torsion, the Chinese lemma

(3.7.0.1) ensures M = ⊕pAnnM(p) for p describing the irreducibles up to a unit (exercise). But the

structure of R-module of AnnM(p) is factored through R → R/pR = k(p) which is a field because R is

principal : AnnM(p) is a k(p)-vector space. Likewise, we have N = ⊕pAnnN(p). Let then for every p a

complement Sp of the k(p)-vector subspace AnnN(p) of AnnM(p). The R-module ⊕Sp is a complement

of N.

6.2.3 «Reminder» on Perfect Fields

On a general field K, it may happen that a polynomial without squared factors has multiple roots in a

larger field. For example, this is the case with T2+ t in K = F2(t), the field of fractions of the polynomial

ring F2[t] [t is assumed to be transcendental over F2]. This does not occur in perfect fields. Let p be a

prime number and R a ring such that pR = {0}. The well-known divisibility p|


p
n


 for 1 ≤ n ≤ p − 1

and the binomial formula ensure that the application F : r 7→ rp is a ring morphism called the Frobenius

morphism. If R is a field, it is additionally injective as any morphism of fields.

Definition 6.2.3.1. A field of characteristic p is said to be perfect if p = 0 or if every element admits a

p-th root, i.e. if its Frobenius morphism is an isomorphism.

Thus, every finite field is perfect since an injection between finite sets is bijective. Therefore, we must

prove the following statement.

Lemma 6.2.3.2. Let k be a perfect field and P ∈ k[T]. Then, P is square-free if and only if GCD(P,P′) =

1. In particular, if k is perfect and P irreducible, then GCD(P,P′) = 1.

Proof. The direction ⇐ immediately follows from Bézout’s identity. Let’s consider the direct direction.

Suppose P is without squared factors and write P =
∏

Pi with Pi irreducible. If GCD(P,P′) ̸= 1, one of

the Pi divides P′ =
∑
i P

′
i

∏
j ̸=i Pj and thus Pi|P′

i. By comparing degrees, we have P′
i = 0. This implies

that the characteristic of k is a prime number p and that all coefficients of Pi of indices not multiples

of p are zero: Pi =
∑
n anpT

np. But in this case, we have Pi = (
∑
n a

1/p
np Tn)p because the Frobenius of

k[T] is a ring morphism. A contradiction with the irreducibility of Pi
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Exercise(s) 6.2.3.3. Let V be a k-vector space of finite dimension and φ an automorphism of k. Denote

[φ] ⊗ V as the vector space with underlying group V and external law λ.[φ]v = φ(λ)v. Show dim(V) =

dim([φ]⊗V). Deduce that any field of finite dimension over a perfect field is still perfect.

6.2.4 Criterion for Semisimplicity of Va

The calculation of GCD of polynomials does not depend on the base field (for example because Euclid’s

algorithm does not depend on it) nor does that of the minimal of the matrix. According to 5.7.0.1, the

condition GCD(µa, µ
′
a) = 1 therefore means that the matrix of a is diagonalizable in Mn(Ω). In the case

of Va, this can be summarized as follows.

Proposition 6.2.4.1. Let a ∈ Endk(V) (with k perfect) whose matrix A ∈ Mn(k) is in a given base.

The following propositions are equivalent:

1. The minimal µa of a is without squared factors.

2. GCD(µa, µ
′
a) = 1.

3. A is diagonalizable in Mn(Ω).

4. Va is semisimple.

5. Every submodule of Va is semisimple.

If these equivalent conditions are met, a is said to be semisimple (ditto for a matrix of a).

Families of commuting diagonalizable endomorphisms being simultaneously diagonalizable (5.7.0.4), we

deduce

Corollary 6.2.4.2. Let a, b ∈ Endk(V) with a, b semisimple that commute (k perfect) and P ∈ k[X,Y].

Then, P(a, b) is semisimple.

This corollary is false in the imperfect case.

Remark(s) 6.2.4.3. When the base field K is not perfect, there are semisimple matrices over K which,

considered in a superfield, are no longer so. With the notations of 6.2.3, this is the case with A =


0 t

1 0




over K = F2(t) because χA(T) = T2 + t is irreducible over K but not over K(t1/2) = K[τ ]/(τ2 − t) and a

fortiori over Ω ⊃ K. Moreover, A + t1/2 Id is even nilpotent! The correct notion in the non-perfect case

is that of absolute simplicity defined by the condition GCD(µa, µ
′
a) = 1, stronger than semisimplicity.
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Exercise(s) 6.2.4.4. Let p be prime, K the field of fractions of Fp[T] and V = K[X,Y]/(Xp−T,Yp−T).

Show that V is of finite dimension over K and that the K-endomorphisms of V multiplying by X and Y

respectively are semisimple, commute but their difference is nilpotent (this is exercise 14 chapter VII.5 [8]

rewritten without tensor product). Prove without recourse to simultaneous diagonalization that the sum

of two absolutely semisimple matrices is absolutely semisimple using the exercise 5.15.0.3.

6.3 Jordan-Chevalley Decomposition

Let’s begin with a very important result, although easily demonstrated, which allows the construction of

polynomial roots step-by-step (adaptation of Newton’s method).

6.3.1 Hensel’s Lemma and Existence

Kurt Hensel

Gotlib

Isaac Newton

Lemma 6.3.1.1 (Hensel-Newton). Let I be a nilpotent ideal (IN = 0) of an arbitrary ring R and P ∈ R[T].

Assume there exists x0 ∈ R such that P(x0) ≡ 0 mod I and P′(x0) mod I is invertible. Then, there exists

x ∈ R such that x ≡ x0 mod I and P(x) = 0.

Proof. First, observe that if a mod I is invertible, then a is invertible in a. Indeed, if b mod I is its

inverse, ab = 1− i with i ∈ I. Formally expanding 1/(1− i) into a series, we deduce that 1− i is invertible

with the inverse
∑
k<N i

k since ik = 0 for k ≥ N and thus b/(1− i) is the inverse of a.
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We will compute (algorithmically) an approximate root

xk mod I2
k |P(xk) ≡ 0 mod I2

k

and xk ≡ x0 mod I

by successive approximations. Proceed by induction on k ≥ 0 (with tautological initialization). Assuming

the property holds at rank k, we then seek xk+1 in the form xk+1 + ε, ε ∈ I2
k

so that xk+1 is indeed an

approximation of xk mod I2
k

.

The entire Taylor formula gives

P(xk+1) = P(xk) + εP′(xk) + ε2Q(xk, ε)

with Q[T,Y] ∈ R[T,Y] (check this!). Since xk ≡ x0 mod I, we have P′(xk) ≡ P′(x0) mod I and therefore

P′(xk) mod I2
k

is invertible. We then set ε = −P(xk)/P
′(xk). ε ∈ I2

k

is guaranteed by the construction

of xk. As ε2 ∈ I2
k+1

, this choice is suitable. To conclude, we choose k such that 2k ≥ N + 1 and set

x = xk: the algorithm converges exponentially!

Corollary 6.3.1.2 (Existence). Let a ∈ Endk(V) (with k a perfect field). There exist d, ν ∈ k[a] ⊂
Endk[a] such that a = d+ ν and d semisimple, ν nilpotent. In particular, d and ν commute.

Proof. Let π ∈ k[T] be the product of the irreducible factors of the minimal µa of a. As it is without

squared factors, it is coprime with its derivative. Choose α, β ∈ k[T] such that απ + βπ′ = 1.

Let I be the ideal π(a)k[a] of k[a]. We have µa|πn and therefore πn(a) = 0 so that In = 0. Furthermore,

we have β(a)π′(a) = 1 mod I and thus π′(a) mod I is invertible. By setting x0 = a ∈ k[a], we deduce

the existence of x ∈ k[a] such that x = a mod I and π(x) = 0 mod In = (0). We then set d = x and

ν = a−P(a). As π(d) = 0, d is absolutely semisimple. Since ν = a−P(a) ∈ I and In = 0, ν is nilpotent.

■

Remark(s) 6.3.1.3. This is essentially Chevalley’s proof. Beyond its algorithmic character (very fast),

it is important because it allows the definition of semisimple and nilpotent parts within the context of Lie

algebras and algebraic groups (on a perfect field), see for example the excellent [7].

6.3.2 Uniqueness

Theorem 6.3.2.1 (Jordan-Chevalley). We still assume k is a perfect field.

1. Let a ∈ Endk(V). There exists a unique pair (d, ν) with d semisimple, ν nilpotent, d and ν commuting

with a = d+ ν.
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2. Let χ ∈ k[T] be a monic polynomial of degree n. There exists P ∈ k[X] (depending only on χ) such

that if χa = χ, then d = P(a) and in particular d, ν ∈ R = k[a] ⊂ Endk[a].

Proof. Only uniqueness requires an argument given the above. Suppose d, ν as in the theorem and a pair

d′, ν′ ∈ k[a] as in Corollary 6.3.1.2. Since d, ν commute with each other, they commute with d+ ν = a.

They therefore also commute with d′, ν′ because these are polynomials in a. But d + ν = d′ + ν′ i.e.,

d− d′ = ν′ − ν. However, ν′ − ν is nilpotent (as a sum of commuting nilpotents) and d− d′ semi-simple

(as a sum of commuting semi-simples, 6.2.4.2); an endomorphism that is both semi-simple and nilpotent

being zero since its minimal polynomial has no squared factors and divides Tn, we indeed have d = d′

and u = u′.

�

A diagonalizable endomorphism a thus decomposes into d = a and ν = 0. Thus a =


1 2

0 2




decomposes into a+ 0 and not into


1 0

0 2


+


0 2

0 0


 as one might be tempted to write.

Furthermore, the assumption of k being a perfect field cannot be relaxed: the matrix


0 t

1 0


 from 6.2.4.3

does not have a Jordan-Chevalley decomposition. If one wants such a decomposition in the imperfect case,

one must restrict to endomorphisms with separable characteristic polynomials and replace semi-simple

with absolutely semi-simple. The proof is then identical.

6.3.3 Similarity class of the components

We retain the previous notation. a = d+ ν. The invariant factors of the semi-simple part d are entirely

determined by χa since two diagonalizable endomorphisms with the same characteristic polynomials

are similar over Ω and the invariants do not depend on the base field (cf. 6.3.4.1). Similarly, the

similarity invariants of a determine the nilpotent type da of ν. One way to see this is to observe that the

nilpotent parts of two similar matrices have similar nilpotent parts by uniqueness of the Jordan-Chevalley

decomposition.

6.3.4 Appendix: What about the algorithmic nature of the decomposition?

On re-examining the proofs supra, one easily convinces oneself that finding d and ν is algorithmic once

one knows the product π of the distinct irreducible factors of Pn. SageMath does this very well thanks

to the factor command. But what if this command did not exist? In characteristic zero, one is easily

convinced of the formula

π = Pn/GCD(Pn,P
′
n)

so that the process is algorithmic thanks to Euclid’s GCD algorithm in k[T]. In characteristic p > 0, it

is more complicated because there are polynomials with a null derivative: the polynomials in Tp. The
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following exercise provides an «algorithm» to find π for a perfect field of characteristic p >0. The quotes

are justified by the assumption that the inverse of the Frobenius3 F : x 7→ xp of k is known algorithmically.

Exercise(s) 6.3.4.1. Let k be a field and χ =
∏
πni
i the decomposition into unitary irreducible factors

of P a unitary polynomial of degree n. We denote χred =
∏
πi. In the first four questions, k is assumed

to be a perfect field of characteristic p > 0 and I the set of indices i such that ni is coprime with p.

1. Show that χ/GCD(χ, χ′) =
∏
i∈I πi.

2. Show that
∏
i/∈I πi is a p-th power in k[T].

3. Write an algorithm computing
∏
i∈I πi and

∏
j /∈I π

nj/p
j .

4. Deduce an algorithm computing χred.

5. What is χred in characteristic zero?

6. Program the algorithm on Fp? On Fpn? On a general perfect field?

7. How to generalize on a non-perfect field?

8. Always for k a general field, consider the sequence of polynomials χ
red

= (χi)1≤i≤n defined by

χ1 = χred, χi+1 = (χ/(
∏
j≤i χj)red. Show that χ

red
is the sequence of invariant factors of the

semisimple endomorphisms with characteristic polynomial χ.

9. Assuming again k perfect and let D,N be the Jordan-Chevalley decomposition of M ∈ Mn(k). What

are the similarity invariants of D based on the invariants P of M [Use the previous question]? Can

you similarly describe the invariants of N based on Pi [Place yourself in k and study the application

Pi 7→ Pi/Pi,red and its iterates]? Program the obtained algorithm for example on Fp.

Regarding Hensel’s lemma, the very writing of the proof is an algorithm that lives in k[a] ⊂ Md(k) where

d = dim(V). It involves calculating the inverse of P′(xn) as long as 2n < d. This is a small number of

times, but if the matrices are large, the calculation is heavy. One way to lighten it is to consider the

algebra isomorphism k[T]/µa
∼−→ k[a] that sends T to a (exercise) and to work within this quotient, which

is less computationally demanding.

Despite this, these algorithms are very unstable. For two reasons. The first is that the Gaussian pivot is

a numerically unstable algorithm. And working with polynomial coefficients does not help. The second

is more serious. As will be seen below, the similarity invariants do not vary continuously with the

coefficients of the matrix (see, for example, the theorem 9.2.0.2). Therefore, approximating the values

of the coefficients becomes perilous. When the matrices have rational coefficients, or are in finite fields,

one can, with great care, control the height of the coefficients and thus work with true equalities. Even

though these algorithms tend to explode the sizes of the integers involved... In short, a real subject

for reflection, one of the motivations that led us to include the topological study of similarity classes in

chapter 9.
3Which is the case, for example, for finite fields.
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6.4 Additional Exercises

Exercise(s) 6.4.0.1. Let M be a complex square matrix of size n > 1. We denote by Mnil the nilpotent

component of its Jordan-Chevalley decomposition. The goal is to give some properties of Mnil. Recall

that the exponential of M is defined by the absolutely convergent series (for any norm on Mn(C)):

exp(M) =

∞∑

k=0

Mk

k!

and that the exponential of the sum of two commuting matrices is the product of their exponentials.

1. Compute exp(M)nil in terms of Mnil and M.

2. Show that exp(M)nil = 0 if and only if Mnil = 0. What can be deduced from this?

3. Show that the set of diagonalizable complex matrices is dense in Mn(C).

4. Show that the map M 7→ Mnil is not continuous on Mn(C).

5. What is the set of points of continuity of the map M 7→ Mnil (Difficult)?

Exercise(s) 6.4.0.2. Recall that the exponential of a complex square matrix of M is defined by the

absolutely convergent series (for any norm on Mn(C)):

exp(M) =

∞∑

k=0

Mk

k!

and that the exponential of the sum of two commuting matrices is the product of their exponentials.

1. If M ∈ Mn(R), prove that det(M) ≥ 0.

2. Show that exp(Mn(R) is the set of square of real matrices.

3. If n > 1, show that there exists real matrices of size n with positive determinant but who are not

square of any real matrix.



Chapter 7

Reminder on Duality in Finite

Dimension

René Magritte

7.1 Basic notions

As always, V denotes in this chapter a finite dimensional1 k-vector space and V∗ = Hom(V,k) denotes

its dual; the vector space of linear applications from V to k, i.e. linear forms of V.

If φ ∈ V∗, v ∈ V, we note ⟨φ, v⟩ = φ(v) the duality bracket2 V∗ ×V → k.

A hyperplane is the kernel of a non-zero linear form φ. Conversely, any hyperplane H determines φ up to

multiplication by a non-zero scalar: choosing any v /∈ H defines a direct sum decomposition H⊕ kv = V

and φ is unambiguously defined by any (nonzero) value of v.

We recall that any any free family of V can be completed in a basis of V. In particular, any proper

subspace of V is contained in some hyperplane and in fact is precisely the intersection of hyperplanes

that contain it (i).

1Unless otherwise stated.
2Be careful, the dual acts to the right on vectors, cf. [9].
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Proposition 7.1.0.1. Let V be a n-dimensional vector space and let Vi finitely many proper sub-vector

spaces. If k is infinite or if the number of subspaces is ≤ 2, then ∪Vi ̸= V.

Proof. By the above remark, we can assume that all the Vi’s are hyperplanes Ker(φi). Choosing a

(finitye) basis of V, these linear forms φi are nothing but (homogeneous) degree one polynomial in the

coordinates. By assumption
∏
φi is zero on kn and therefore the polynomial

∏
φi(X1, . . . ,Xn) is zero in

k[X1, . . . ,Xn] because k is infinite. But a polynomial ring is an integral domain, showing that one the φi

is zero, a contradiction. If k is a finite field (of characteristic p ≥ 2), the cardinaliy of V is pn. The union

of two hyperplanes has cardinality at worst 2pn−1 − 1 ≤ pn − 1 (because 0 belongs to bot hyperplanes)

and the proposition follows.

We recall that if B = (ei) is a (finite) basis of V, we define the dual basis B∗ = (e∗i ) of V∗ by the

formula ⟨e,ie∗j ⟩ = δi, j. In other words, e∗i is the i-th coordinate function and we have v =
∑
j⟨v, e∗j ⟩ej . In

particular, dim(V∗) = dim(V).

If V = kn = Mn,1(k) (column vectors), we have M1,n(k) = kn = V∗ (row vectors) and the duality bracket

is ⟨L,C⟩ = LtC where L ∈ V∗ is a row and C ∈ V a column. If B = (ei = [δi,j ]1≤j≤n) is the canonical

basis (Ei,1 = ei) of kn = Mn,1(k) = V, its dual basis B∗ is formed from the rows e∗i = tei, which is the

canonical basis (E1,i = e∗i ) of M1,n(k) = kn = V∗.

If B is a basis of an infinite dimensional vector space, the family B∗ is still free but is

never a basis. For instance, the linear form φ defined by ⟨φ, ei⟩ for all i is certainly not

in the span of B∗. Even as a set, Card(V∗) > Card(V) (exercise). In fact, in the infinite

dimensional case, the algebraic dual is not the good notion. As the reader who has notion

in functional analysis knows, the good notion is a the appropriate topological dual of

topological vector spaces.

If W is a subspace of V (or even a subset), we recall that its orthogonal is defined by

W⊥ = {φ ∈ V∗|⟨φ,w⟩ = 0 for all w ∈ W} ⊂ V∗.

If now W∗ is a subspace of V∗ (or even a subset) its polar in V is defined by

W◦
∗ = {v ∈ V|⟨φ, v⟩ = 0 for all φ ∈ W∗} ⊂ V.

Example(s) 7.1.0.2. An important example comes from differential geometry. If f is a regular function

on an open Ω of Rn, its differential at ω ∈ Ω is a linear form on TωΩ = Rn: the differential df(ω).

In the canonical basis ( d
dxi

(ω))i of TxΩ, this form is the Jacobian J(ω) = ( dfdxj
(ω))j thus seen as a row

matrix. The kernel of df(ω) is none other than the tangent hyperplane at ω to the hypersurface defined
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by the equation f = 0 as long as the differential is non-null at that point. The generalization to several

functions is contained in the notion of higher-dimensional submanifolds.

7.2 Motivation

Two useful ways compete to define a vector subspace W of V = kn.

1. Via generators vi ∈ V: W = Vect{vi}.

2. Via equations eqi ∈ V∗: W = {v|⟨eqi, v⟩ = 0} with

⟨eqi,




x1

...

xn



⟩ =

∑

j

ai,jxj = (ai,1, · · · , ai,n)




x1

...

xn



.

The duality first focus on the second point of view, thus on the dual V∗ and the set of all possible

equations of W: the orthogonal W⊥ = {φ ∈ V∗|φ(W) ≡ 0} and then to the link with the first point of

view.

7.3 Formal Biorthogonality

Whether V is of finite dimension or not, any subspace W is tautologically contained in the space defined

by the set of its equations

W ⊂ (W⊥)◦ ⊂ {v|(⟨φ, v⟩ = 0 for all φ ∈ W⊥}.

In general, this inclusion is formal in the sense that it is always an equality, without any further assumption

about the dimensionality of V.

(i) W = (W⊥)◦ = {v|(⟨φ, v⟩ = 0 for all φ ∈ W⊥}.

Indeed, if v ̸∈ W, one can choose a complement S of W⊕kv in W and define for example φ ∈ W⊥ by the

conditions ⟨φ,W⟩ = ⟨φ,S⟩ = {0} and (⟨φ, v⟩ = 1 which implies v /∈ (W⊥)◦ proving the reverse inclusion.

7.4 Ante-dual Basis: Biduality

Henceforth, in this chapter, V is finite-dimensional.
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Proposition 7.4.0.1. Let V be of dimension n∞. Then

1. The evaluation linear application

ev :





V → V∗∗

v 7→ (φ 7→ (⟨φ, v⟩)

is an isomorphism.

2. For any basis B∗ of V∗, there exists a unique basis B of V called ante-dual whose dual is B∗, i.e.

such that B∗ = B∗.

Proof. For (1), note that ev is injective between spaces of the same finite dimension.

For (2), note that B = ev−1((B∗)∗) is the unique solution to the problem posed.

7.5 Orthogonal and Polar in Finite Dimension

Proposition 7.5.0.1. Let W,W∗ be two subspaces of V,V∗ respectively. We have

1. dim(W) + dim(W⊥) = n.

2. dim(W∗) + dim(W◦
∗) = n.

3. W∗ = (W◦
∗)

⊥.

4. W = (W⊥)◦.

5. ev(W◦
∗) = W⊥

∗ .

6. ev(W) = W⊥⊥.

Proof. For (1), choose a basis (ei, 1 ≤ i ≤ d of W and complete it to a basis B = (ei, 1 ≤ i ≤ n of V. If

B∗ = (e∗i ) is the dual basis, then by construction W⊥ = Vect(ei, i > d).

For (2), choose a basis (φi, 1 ≤ i ≤ d of W∗ and complete it to a basis B∗ = (φi, 1 ≤ i ≤ n of V∗. If

B = (ei) is the ante-dual basis, then by construction W◦
∗ = Vect(φi, i > d).

Applying the argument from (1) to W = W◦
∗ and using the basis εi = en−i, we get W⊥ = (W◦

∗)
⊥ =

Vect(φi, i ≤ d) = W∗ which gives (3).

(4) is added for reference and does not use finite dimension (i).

For (5), if φ ∈ W◦
∗ and w ∈ W, then ev(v)(φ) = φ(w) which is null because φ ∈ W◦

∗ and therefore

ev(W◦
∗) ⊂ W⊥. Since these two spaces have the same dimension as established previously, this inclusion

is an equality.
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For (6), if w ∈ W, and φ ∈ W⊥, then ev(v)(φ) = ⟨φ, v⟩ = 0 so that W ⊂ W⊥⊥. As these two spaces

have the same dimension as established previously, this inclusion is an equality.

Example(s) 7.5.0.2. If V is an euclidean space with scalar product (v, w) 7→ v.w, the partial linear

map w 7→ (v 7→ v.w) has zero kernel and is therefore an isomorphism V 7→ V∗. One checks that

this isomorphism identifies W⊥ with the usual Euclidean orthogonal {v ∈ V|v.W = {0}} recovering

the classical dimension formula in Euclidean geometry dim(W⊥) = n − dim(W). Moreover, with this

identification, w ∈ W ∩W⊥ satisfies w.w = 0 and therefore is zero ensuring in the Euclidean space the

so called usual orthogonal decomposition W
⊥
⊕ W⊥ = V.

Remark(s) 7.5.0.3. Note that orthogonality and polarity are strictly decreasing applications for inclu-

sion.

Corollary 7.5.0.4. Let φi ∈ V∗, i = 1, · · · ,m. Then, the rank of Vect{φi} is that of the evaluation

application





V → km

v 7→ (φi(v))i

Proof. It suffices to observe that the kernel of the evaluation is the polar of Vect{φi} and then to invoke

the previous

proposition and the rank theorem.

Exercise(s) 7.5.0.5. Let V be the real vector space of polynomial of degree ≤ 3. Let a < c < b be reals

and define I ∈ V∗ by

⟨I,P⟩ =
∫ b
a

P(t)dt.

Compute dimSpan(eva, evc, evb, I) depending on the value of c. Deduce a formula for I depending only

on evaluation forms.

7.6 Biduality Conventions (Finite Dimension)

The previous paragraph allows, in finite dimension therefore, thanks to ev to identify V and its bidual,

polar W◦
∗ of W∗ and orthogonal W⊥

∗ , W and biorthogonal W⊥⊥. We generally simply note W⊥
∗ for W◦

∗.

Generally, in finite dimension, we consider spaces and dual, but we do not dualize the dual thanks to ev

and we simply write W = W⊥⊥ whether W is a subspace of V or of V∗.
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As an illustration, let’s give the algebraic lemma, easy but important, which in real cases is the algebraic

content of the theorem of linked extrema in differential geometry (interpret the result in terms of tangent

spaces of submanifolds of Rn in the spirit of the example 7.1.0.2).

Exercise(s) 7.6.0.1. Compare the orthogonal of a sum or intersection of sub vector spaces with the sum

or intersection of their orthogonals.

The following lemma is the algebraic part of the search of extrema through constraints equalities (see

16.3 for constraint inequalities).

Lemma 7.6.0.2. Let φ and φi, i ∈ I be linear forms of V. Then, φ is a linear combination of the φi if

and only if ∩iKer (φi) ⊂ Ker (φ).

Proof. By strict decrease of the orthogonal, the condition

∩iKer (φi) = Vect(φi)⊥ ⊂ Ker (φ) = Vect(φ)⊥

is equivalent to the inclusion

Vect(φ) = Vect(φ)⊥⊥ ⊂ Vect(φi)⊥⊥ = Vect(φi).

Exercise(s) 7.6.0.3. Les φi, i = 1, . . . ,N linear forms on V and Ψ ∈ Hom(V,kN) = (φi). Prove that

the rank of Ψ is the dimension of the span of the φi’s.

Remark(s) 7.6.0.4 (Farkas’ Lemma). If k = R, we have an analogous result for finite families of half-

spaces H+,H+
i defined by the inequalities f ≥ 0, fi ≥ 0. Indeed, ∩iH+

i ⊂ H+ if and only if φ is a linear

combination with positive coefficients of the φi. See, for example, David Bart, "A short algebraic proof

of the Farkas lemma", Siam PublicationsSIAM journal on optimization, 2008, Vol.19 (1), p.234-239.

7.7 Contravariance

Let Vi, i = 1, 2, 3, be arbitrary vector spaces,

Definition 7.7.0.1. If f ∈ Homk(V1,V2), we note tf ∈ Homk(V
∗
2,V

∗
1) the transpose of f defined by

tf(φ2) = φ2 ◦ f , in other words, ⟨tf(φ2), v1⟩ = ⟨φ2, f(v1)⟩ for every φ2inV
∗
2, v1inV1.
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Let’s recall that a matrix and its transpose have the same rank: this is for instance an immediate

consequence of the fact that equivalent matrices have equivalent transpose and that equivalence classes

of matrices (with coefficients in a field) are classified by the rank).

We have the following (formal) proposition

Proposition 7.7.0.2. If f ∈ Homk(V1,V2) and Bi are bases of Vi.

1. The application f 7→ tf is linear injective.

2. If fi ∈ Homk(Vi,Vi+1), we have ( contravariance of the transpose) t(f2 ◦ f1) = tf1 ◦ tf2.

Assuming further that the Vi’s are finite dimensional, we have

3. We have MatB∗
2 ,B

∗
1
(tf) = tMatB1,B2(f).

4. rk(f) = rk(tf).

5. With the identifications (7.6), the transposition is involutive.

6. Im(tf) = Ker(f)⊥ and Ker(tf) = Im(f)⊥.

7. If V1 = V2 = V, a subspace W of V is stable by f if and only if W⊥ is stable by tf .

Proof. Let’s just give an argument for 5)(the verification of the rest is left as an exercise). First, it suffices

to show one of the two formulas (change f to tf and use the involution of the transposition and of the

orthogonal). Then, Im(tf) and Ker(f)⊥ having the same dimension according to 1) and 7.5.0.1, it suffices

to prove Im(tf) ⊂ Ker(f)⊥. Now, if f(v1) = 0, then ⟨tf(φ2), v1⟩ = ⟨φ2, f(v1)⟩ = 0.

7.7.1 Review of Transvections

Proposition 7.7.1.1. Let τ ∈ Endk(V).

1. H(τ) = Ker(τ − Id) is a hyperplane of V containing D(τ) = Im(τ − Id), which is a line in V.

2. There exist φ ∈ V∗ and v ∈ V, both nonzero, such that τ(x) = x+ φ(x)v with φ(v) = 0.

3. The restriction to the affine hyperplane defined by the equation φ(x) = 1 is a translation by the vector

v.

4. The matrices of τ are similar to Idn+E1,2 =





1 1

0 1


 0

0 Idn−2,



.
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We say that τ is a transvection of V of type (D(τ),H(τ)) ∈ PV×PV⋆. If φ, v are as above, let us define

τλ(x) = x+ λφ(x)v, λ ∈ k. Under these conditions, we have:

• H(τ) = Ker(φ),D(τ) = ⟨v⟩,

• Transvections of type (⟨v⟩, ⟨φ⟩) are given by τλ, λ ∈ k∗, and λ 7→ τλ is an injective group morphism

(k,+) → (SL(V),×),

• tτ is a transvection of V⋆ of type (H(τ),D(τ)) ∈ PV⋆ ×PV.

• D(GL(V)) = SL(V).

Proof. TBD

7.8 Additional Exercises

Exercise(s) 7.8.0.1. Let X be any set and V a finite dimensional vector subspace of the R-vector space

of functions from X to R. Let n = dim(F).

1. Show that the family (evx), x ∈ X generates V∗

2. Show that there exists fi ∈ F, xi ∈ X, i = 1, . . . , n such that det(fi(xj)) ̸= 0.

3. Assume that all the functions of V are bounded on X. Show that any pointwise convergent sequence

of elements of F is uniformly convergent on X.

4. Does the result previous remain true if one no longer with no boundeness assumption?



Chapter 8

Stable Subspaces

8.1 Perspective

As we will see, the existence of stable spaces strongly depend on the base field,

unlike everything that precedes essentially. This explains why this chapter will

partly deviate from our desire to provide concrete algorithmic proof through the

consideration of particular stable subspaces: the characteristic subspaces. They

are indeed defined by the irreducible factor decomposition of the characteristic

polynomial of an endomorphism, which depends on the base field and generally

cannot be obtained concretely.

Even in the complex case, it is well known that it is not possible to explicitly compute the roots of a

polynomial. Nevertheless, even practically, this chapter remains important as there are significant cases

where we have access to eigenvalues. It allows, in particular, to understand the topology of matrix

similarity classes in the complex case. More generally, we will discuss the aspects of continuity of the

constructions in play to the extent that we can only approximate the roots of a polynomial in general.
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8.2 Generalities

We know that the stable subspaces by a ∈ Endk(V) are its submodules (3.2.4). According to 3.2.3.1, if

a is cyclic, these are exactly the P(a)(V) with P being monic divisors of χ. In particular, they are finite

in number. Remarkably, the converse is essentially true.

Proposition 8.2.0.1. If k is infinite, an endomorphism that has only a finite number of stable subspaces

is cyclic.

Proof. Let a be such an endomorphism. We have to find some cyclic vector for a. The family of stable

strict subspaces) of V is a finite family of strict subspaces. Since k is infinite, their union is not the

entire V. Indeed, in the opposite case, their union would be the entire V. Let us then choose for each

of these strict subspaces W a non-zero linear form that vanishes on W. The product of these forms is

a polynomial functionwhich is identically zero. Since k is infinite, the ring of polynomial functions on

V = kn is isomorphic to the ring of polynomials in n variables, a ring that is integral. Thus, one of the

forms that is a factor of the product would be identically zero, a contradiction.

Obviously, if k is finite the proposition is false since there is only a finite number of subspaces of V in

this case, stable or not.

Remark(s) 8.2.0.2. When k = C, any endomorphism a in dimension > 1 admits non-trivial stable

spaces (take proper lines). When k = R, either it admits stable lines (real eigenvalues) or stable planes

(take for example the plane defined by the real and imaginary parts of the coordinates of a non-zero

eigenvalue vector of the matrix of a in a base or, what comes to the same, consider an irreducible degree

2 polynomial characteristic factor). If k = Q and if P ∈ Q[X] is irreducible of degree n (take for example

P(X) = Xn − 2), then the multiplication endomorphism by X on Q[X]/(P) has no non-trivial stable

subspaces since it is cyclic and its minimal does not have a strict divisor: the stable subspaces of an

endomorphism depend strongly on the arithmetic of the base field.

We might hope to treat the general case by reducing to the cyclic case thanks to the Frobenius decom-

position 5.13.3. The problem is that the cyclic subspaces that appear are not canonical and thus behave

poorly when intersected with a stable subspace. This is not the case for characteristic subspaces.

8.3 Characteristic Subspaces

Let a ∈ End(V). We recall (5.6.0.1) that µa and χa have the same irreducible factors and that the module

Va is annihilated by its characteristic polynomial (Cayley-Hamilton).
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Definition 8.3.0.1. Let π ∈ k[T] be an irreducible unitary factor of its characteristic polynomial χa(T).

The characteristic subspace of a associated with π is the π-primary submodule Va[π] of Va

Va[π] = ∪i≥1 AnnVa
[πi] = ∪i≥1 Ker(πi(a)).

This is a subspace stable by a.

We then have

According to the Chinese remainder theorem 3.7.0.6 and , we then have

Proposition 8.3.0.2. Let χ =
∏
πvπ(χ) be the decomposition of χ = χa into irreducible factors and

µa =
∏
πvπ(µa) that of µa.

1. We have vπ(µa) ≤ vπ(χ).

2. There exist uπ,χ ∈ k[T] depending only on χ such that
∑
uπ,χ(χ/π

vπ(χ)) = 1.

3. We have Va = ⊕Va[π] and the projection pπ on Va[π] parallel to ⊕π′ ̸= πVa[π
′] is the homothety of

ratio eπ(a) = with eπ = uπ,χ(χ/π
vπ(χ)) ∈ k[T].

4. The pπ form an orthogonal family of spectral projectors of Va i.e.
∑
pπ = Id and pπpπ′ = δπ,π′pπ.

5. Each Va[π] is stable by a and Va[π] = Ker(πvπ(χ)(a) = Ker(πvπ(µa).

6. If W is stable by a, we have Wa[pi] = Va[π]∩W : : any subspace stable by a is the direct sum of its

intersections with the characteristic subspaces.

7. We have dimk Va[π] = deg(πvπ(χ)) = vπ(χ) deg(π).

Proof. The first 6 points are a rewrite of the Chinese lemma 3.7.0.6 and the functoriality of primary

components. For (7), let’s recall that each characteristic subspace is stable by a. Since a power of π

annuls Va[π], the characteristic polynomial χa|Va[π] of the restriction of a to Va[π] is a power πwπ . But

since Va is the direct sum of the Va[π], we have

∏
π|χa

πvπ(χ) = χa =
∏

π|χa

χa|Va[π] =
∏

π|χa

πwπ

so that wπ = vπ(χ). But

dimk Va[π] = degχa|Va[π] = wπ deg(π) = vπ(χ) deg(π).
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Note that the spectral projectors are defined by eπ,χ ∈ k[T] which depends only on χa. This illustrates

the fact that pπ,χ = eπ,χ(a) «varies continuously» when a varies continuously, i.e.when a is defined

by a continuous matrix function A : Ω → Mn(k), whenever the characteristic polynomial χA(ω)(T) is

independent of ω ∈ Ω. This is also true for characteristic spaces. In particular, their dimension is (locally)

constant over Ω under this condition (very strong obviously). The reader will specify the meaning of this

statement when k = R or k = C or, for the learned reader, in the general case for the Zariski topology.

This point is crucial, even if it will be somewhat hidden, in the topological study of similarity classes (9

and 8.3.1).

The following lemma is important and follows immediately from the fact that a stable subspace is the

sum of its intersections with the characteristic subspaces. This type of result will allow us to reduce the

study of the topology of similarity classes to the case of the topology of similarity classes of nilpotent

matrices.

Lemma 8.3.0.3 (Invariance by field extension). Let A ∈ Mn(k) and χA =
∏
π π

vχ its decomposition into

irreducible (unitary) factors. We denote by A,AK the corresponding endomorphisms of kn,Kn. Then

Ker(πvπ(χ)(AK)) = ⊕π̃|πVAK [π̃] where π̃ describes the irreducible unitary divisors of π in K[T].

8.3.1 Topological properties in the complex case

Consider in this section a sequence of matrices An ∈ Md(C) (identified as endomorphisms of Cd) whose

eventual convergence to a matrix denoted A∞ ∈ Md(C) for the topology defined by a norm1 based on

their projections onto their spectral spaces. As we will focus (see chapter 9) on the case where the An are

all in the same similarity class (whose closure we seek to study), we further assume that the characteristic

polynomial of An is a constant polynomial.

By the continuity of the characteristic polynomial in the matrix coefficients (which are polynomials in

the coefficients), the convergence of An to A∞ imposes χA∞(T) = det(T Id−A∞) = χAn
(T), a condition

that is therefore assumed to be fulfilled.

Let Λ be the spectrum of A∞, the set of complex roots of χA∞ and vλ their corresponding multiplicities.

As in 8.3.0.2, choose uλ(T) ∈ C[T] such that

∑

λ∈Λ

uλ(T)
χλ(T)

(X− λ)vλ
= 1

so that the polynomials

eλ(T) = uλ(T)
χλ(T)

(X− λ)vλ

1As mentioned above, the knowledgeable reader may usefully discuss the case of any infinite field with the matrix space

Mn(k) on V = Cd equipped for example with the Zariski topology, all essential closed sets being defined by polynomial

equations as will naturally appear.
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define the spectral projectors

(i) pλ,n = eλ(An), n ∈ N = N ∪ {∞}

associated with An. Since we have
∑

Λ

pλ,n = IdV

it follows that

(ii) An =
∑

Λ

An,λ n ∈ N

where An,λ = Anpλn, n∈N is the restriction of An on the characteristic space associated with λ and 0

on the others so that An,λ − λ Id is nilpotent. Another way to say is that the semi-simple part of An is
∑
λeλ(An).

Proposition 8.3.1.1. With the previous notations and the assumption χAn
(T) independent of n ∈ N,

we have limAn = A∞ if and only if for every λ ∈ Λ, limAn,λ = A∞,λ.

Proof. This is an immediate consequence of the formulas (i) and (i).

Lemma 8.3.1.2. Let Pn,d| · · · |Pn,1 be the similarity invariants of An. Then, the similarity invariants

of An,λ are 1, · · · , 1, (X− λ)vλ(Pn,i), i = d, · · · , 1 where the 1s are repeated d− vλ(χ) times.

Proof. This is another way of writing remark 5.12.0.3. Recall the argument without explicitly invoking the

Jordan decomposition. For A = An of invariants Pi = Pn,i, the module VA is isomorphic to ⊕k[T]/Pi(T),
write the decomposition Pi =

∏
Λ(X− λ)vλ(Pi) (since Pi divides χA) then invoke the Chinese lemma to

write

VA ≃ ⊕i ⊕Λ k[T]/(T− λ)vλ(Pi).

But Aλ acts by A on the (X− λ)-primary component VA,λ = eλ(T)VA and by 0 on the (X− λ̃)-primary

components VA,λ̃ = eλ̃(T)VA if λ̃ ̸= λ. The (T − λ)-primary component (of dimension the multiplicity

vλ(χ) of the root λ of χ according to (8.3.0.2) is then written as

VA,λ = VA[T− λ] ≃ ⊕ik[T]/(T− λ)vλ(Pi)

and we conclude thanks to the uniqueness of similarity invariants.

A slightly different form of the previous statement can also be given.
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Proposition 8.3.1.3. With the previous notations and the assumption χAn
(T) independent of n ∈ N,

we have limAn = A∞ if and only if the semi-simple (resp. nilpotent) parts of the Jordan-Chevalley

decomposition converge to the semi-simple (resp. nilpotent) part of A∞,λ.

Proof. This is an immediate consequence of the fact that there exists P ∈ k[T] depending only on χ

such that the semi-simple and nilpotent parts of An, n ∈ N are P(An) (resp. A − P(An)) according to

(6.3.2.1).

8.3.2 d-th roots in GLn

If A ∈ Mn(k) with χA(T) =
∏

(X − λ)vλ split, we thus find the usual definition encountered in linear

algebra. If prλ = eλ(A) is as above, the spectral projector on V[T− λ] = Ker(A− λ)vλ(χ)), the Jordan-

Chevalley decomposition A = D+N is simply calculated by

d =
∑

λeλ(A) and N = A−D

as we have just seen. An immediate and useful application is the existence of polynomial d-th roots in

the algebraically closed case.

Proposition 8.3.2.1. Let d be an integer > 0 and assume k is algebraically closed with characteristic

prime to d. Let χ be unitary of degree n. There exists Pd,χ ∈ k[T] such that for any matrix A ∈ GLn(k)

with χA = χ we have Pd,χ(A)d = A.

Proof. Since χ(0) ̸= 0, the polynomials χ and T are coprime and we can write a Bézout identity UT+Vχ =

1 in k[T]. With the previous notations, since χD = χA = χ, the matrix D is invertible with inverse U(D).

Since D and N commute,

A = D(Id+D−1N) = D(Id+U(D)N)

with D−1N being nilpotent. We can then write a d-th root of D as

D1/d =
∑

λ1/deλ(A)

which is therefore a polynomial depending only on χ and d evaluated in A. Furthermore, the coefficients

of the power series (1 + z)1/d are the generalized binomial coefficients


1/d

i


 , i ≥ 0 and thus are in

Z[1/d]. Since d is invertible in k and (D−1N)n = 0, we have a d-th root

(D−1N)1/d =
∑

i<d


1/d

i


 (D−1N)i
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which is indeed a polynomial depending only on χ and d evaluated in A as are D−1 and N, which is what

we wanted.

We cannot hope for better. On one hand, the statement is clearly false in the general case of non-

algebraically closed fields, already in the case n = 1. On the other hand, a non-zero nilpotent matrix N

does not admit a d-th root. Indeed, it would be nilpotent so that its n-th power would be zero but also

equal to n!
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Chapter 9

Topology of Similarity Classes*

Hasse diagram of A5

(6) 30

(5, 1) 28

(4, 2)
ppp LLL 26

(4, 12)
NNN

(32)
rrr

24

(3, 2, 1)
ppp LLL 22

(3, 13)
NNN

(23)
sss

18

(22, 12) 16

(2, 14) 10

(16) 0

Baohua FU GeometryNilpOrbits

Hasse Diagram of GL6

9.1 Perspective

Here we provide a perspective on the geometry of similarity classes through

their topology. To avoid formalism, we restrict ourselves to the usual topology

on complex matrices even though the so called Zariski topology whose closed

sets are defined by families of polynomial equations would have been more

natural1.

9.2 Introduction

1As mentioned above, in the case of a general infinite field, the Zariski topology should be considered, which adds no

real difficulty once its definition is known. In fact, the topology must be finer than that of Zariski, the usual operations on

matrices must be continuous, and the points of k must not be open, ensuring that the closure of k∗ is k. This is where the

infinitude of the field comes into play in the case of the Zariski topology.
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Definition 9.2.0.1. An n-type is a sequence P = (Pn|Pn−1| · · ·P1) of monic polynomials of k[T] such

that
∑

deg(Pi) = n. We denote O(P) the set of matrices in Mn(k) similar to the companion matrix

C(P).

Thus, O(P) is the orbit of C(P) under the action of GLn(k) by conjugation. The theory of similarity

invariants tells us that O(P) consists of matrices with similarity invariants P and that Md(k) is the

disjoint union of O(P) as P covers all the n-types (5.9.0.2).

Our goal is to study the closure O(P) of the orbits O(P). We will therefore assume in the remainder

of this chapter that k is the field of complex numbers C, with matrix spaces equipped with some norm

(let’s recall that all matrix norms are equivalent).

We then define a (topological) relation on complex n-types by

P ⪯ Q if and only if O(P) is contained in the closure O(Q).

It is clearly a order. Since O(Q) is invariant by conjugation, it is a union of orbits and we have O(Q) =

∪P⪯QO(P). We will characterize this order in a combinatorial manner as follows.

We define a (combinatorial2 relation on complex n-types by

P ≤ Q if and only if and only if we have the divisibility
∏
j≤i Pj |

∏
j≤iQj for every i = 1, · · · , n.

It is also a (partial) order. Note that necessarily then
∏n
i=1 Pi =

∏n
i=1 Qi for degree reasons.

Theorem 9.2.0.2. Let P,Q be two complex n-types. Then, P ⪯ Q if and only P ≤ Q. In other words,

the topological and combinatorial orders on n-types coincide.

Remark(s) 9.2.0.3. This theorem is a reformulation, more transparent in my opinion, of Theorem

4 from [16]. Indeed, to my knowledge, it was Gerstenhaber who fully elaborated the structure of orbit

closures, although I have not been able to find this statement stricto sensu.

We will proceed by reduction to the nilpotent case using topological results from 8.3.1. Let’s start with

the crucial case.

9.3 Closure of a Nilpotent Orbit

Thus, we have again a topological order on the partitions of n defined by
2Compare with cf. 9.3.
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Nilpotent orbits are classified by partitions d of n (5.12.0.2), the dictionary

between type and partition being given by d 7→ Td = (Tdn , . . . ,T
d1). We then

denote O(d) the orbit O(Td) accordingly.

d ⪯ δ if and only if O(d) is contained within the closure O(δ)

and a combinatorial order

d ≤ δ if and only if for every i = 1, · · · , n we have the inequality
∑
j≤i dj ≤

∑
j≤i δj .

In the nilpotent case, the theorem 9.2.0.2 then becomes

Theorem 9.3.0.1 (Nilpotent Case). Let d, δ be two partitions of n. Then, d ⪯ δ if and only if d ≤ δ.

Thus, we aim to show that the topological order ⪯ and the combinatorial order ≤ on the partitions

coincide.

Remark(s) 9.3.0.2. A partition is always defined by indicating the number of times an integer is re-

peated, often in ascending order. For n = 6, for example, the partition (3, 1, 1, 1, 0, 0) is then denoted

(13, 3) while the partition (6, 0, 0, 0, 0, 0) is noted as (6). The diagram describing the order is then called

a Hasse diagram. We will not use these notations except in the picture at the beginning of this chapter.

9.3.1 Order and Duality on Partitions

We use notations and results on nilpotent matrices from 5.12.2. We

will demonstrate that the duality of partitions is decreasing for the

combinatorial order ≤. For this, and what follows, the key is the

classic lemma of disassembling whose proof I reproduce from [27].

We say that d ≤
e
δ (d elementarily inferior to δ) if there are indices i < j such that

(δ1, . . . , δn) = (d1, . . . , di−1, di + 1, . . . , dj − 1, . . . , dn).

Obviously

d ≤e δ ⇒ d ≤ δ
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Lemma 9.3.1.1. Let d, δ be two partitions of n. Then, d ≤ δ if and only if there exists a series of

elementary inequalities d = ν0 ≤
e
ν1 ≤

e
. . . ≤

e
νN−1 ≤

e
νN = δ.

Proof. It suffices to prove the existence of a partition ν such that d ≤
e
ν ≤ δ when d ̸= δ and to iterate

the process (which stops when νN = δ.) We thus seek i < j such that ν ≤ δ with

ν = (d1, . . . , di−1, di + 1, . . . , dj − 1, . . . , dn).

If ν = δ, we are done. Otherwise, ν < δ.

There exists therefore k such that

(1) d1 + · · ·+ dk < δ1 + · · ·+ δk

Let i be the smallest integer k satisfying (1)

Furthermore, as
∑
dk =

∑
δk, there must exist k > i such that

(2). d1 + · · ·+ dk ≥ δ1 + · · ·+ δk

Let j be the smallest integer k > i satisfying (2).

We have

(3) d1 + · · ·+ dk + 1 ≤ δ1 + · · ·+ δk for all k ∈ [i, j − 1]

and

(4) d1 + · · ·+ dj = δ1 + · · ·+ δj

With these values of i and j, we demonstrate that ν is a partition, i.e. di−1 > di (or i = 1) on one hand

and dj > dj+1 on the other.

By construction, i is the smallest integer such that di < δi and thus di < δi ≤ δi−1 = di−1 (or i = 1).

Furthermore, since d1 + · · · + dj−1 < δ1 + · · · + δj−1 and d1 + · · · + dj = δ1 + · · · + δj dj > δj ; since

furthermore and d1 + · · · + dj+1 ≤ δ1 + · · · + δj+1 we also have dj+1 ≤ δj+1. Combining both, we get

dj+1 ≤ δj+1 ≤ δj < dj , which is what we wanted.

We then observe that the inequality ν ≤ δ is equivalent to (3).

Corollary 9.3.1.2. The duality of partitions is strictly decreasing.

Proof. It suffices to show the decrease in the elementary case d ≤ δ. For this, we observe that δ∗ satisfies

δ∗k =





dk if k ̸= di, dj

dk − 1 if k = di

dk + 1 if k = dj

so that δ∗ ≤ d∗. To see this, we note that di > dj and consider the following table
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k d∗ δ∗ comparison Card(δ∗)− Card(d∗)

[1,i-1] dk ≥ α dk ≥ α same 0

i dk ≥ α dk ≥ α+ 1 same except if α = di -1

[i-1,j-1] dk ≥ α dk ≥ α same 0

j dk ≥ α dk ≥ α− 1 same except if α = dj +1

[j+1,n] dk ≥ α dk ≥ α same 0

using the formula for calculating the dual partition d∗α = Card{k|dk ≥ α} (5.12.2.2). The proof also

provides strict decrease (even though the strict character follows from the fact that duality is involutive)

9.3.2 Rank and Nilpotent Orbits

Let M be a nilpotent matrix with associated partition d. According to the formula (vi) from 5.12.2,

we have for all n − rk(Mi) =
∑
j≤i d

∗
j . However, the rank is lower semi-continuous: there exists a

neighborhood U of M where all matrices N ∈ U satisfies rk(N) ≥ rk(M). If M is in the closure of O(δ),

this neighborhood intersects O(δ): thus, let N ∈ U ∩ O(δ). Then n − rk(Ni) ≤ n − rk(Mi) for all i,

meaning δ∗ ≤ d∗ and therefore δ ≤ d.

Corollary 9.3.2.1. Let d, δ be partitions of n. Then,

d ⪯ δ ⇒ d ≤ δ.

Let us demonstrate the reciprocal implication.

9.3.3 A Nilpotent Matrix Deformation

Following Lemma 9.3.1.1, we simply need to demonstrate the implication in the elementary case. Thus,

let d ≤
e
δ and let us show that d ⪯ δ. It therefore exists indices i < j such that

(δ1, . . . , δn) = (d1, . . . , di−1, di + 1, . . . , dj − 1, . . . , dn).

We consider Jd which we want to show is in the closure of O(δ), therefore, we want to demonstrate that

Jd is a limit of matrices from O(δ).
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As d and δ only differ at indices i and j, we can assume without loss of generality that we have only

two indices. We must therefore show that J(di,dj) is in the closure of O((di − 1, dj + 1)). Let us set for

example N(x) = J(di,dj)+xEdi+dj ,di . This is a triangular block matrix of size di+dj and rank di+dj−2

with di > dj . Its type is characterized by its nilpotency index which is di − 1 (5.12.0.4) for non-zero x so

that N(x) is of type di − 1, dj + 1. Thus, N(0) = limx→0 N(x) ∈ O(δ) and d ⪯ δ. Hence, recalling 9.3.2.1

d ⪯ δ ⇐⇒ d ≤ δ

We have therefore proved the theorem 9.3.0.1 in the nilpotent case.

Remark(s) 9.3.3.1. It is for this argument sequence (and the one in the following paragraph) that the

knowledgeable reader wanting to generalize to the Zariski topology of general fields will use the assumption

that the field is infinite.

Let us move to the general case.

9.4 Closure of an Arbitrary Orbit

All work has been done to reduce the general case to the nilpotent case. Let’s

explain. We consider two n-types P,Q and study the inclusion O(P) ⊂ O(Q).

In other words, we consider a sequence of matrices Am in O(Q) converging

towards A∞ ∈ O(P). We then freely use the notations and results from 8.3.1.

By the continuity of the characteristic polynomial, it already ensures that χAm
,m ∈ N is a constant

polynomial χ whose set of complex roots we denote by Λ. It follows that the characteristic spaces of Am

have a constant dimension dλ: the multiplicity order of the root λ of χ.

Then (8.3.1.1), we have

limAm = A∞ if and only if for all λ ∈ Λ, limAm,λ = A∞,λ

But, for each λ, the matrix Am,λ − λ Id ∈ Mn,C is nilpotent and its n-type is (8.3.1.2) is

δλ = 1, · · · , 1, (X− λ)vλ(Q), i = dλ, · · · , 1 if n <∞
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and

dλ = 1, · · · , 1, (X− λ)vλ(P), i = d, · · · , 1 otherwise

where the 1s are repeated dλ−vλ(χ) times in all cases. But according to the characterization of nilpotent

orbits - necessary condition - (9.3.0.1), the existence of this sequence of matrices leads to

(i) For all λ ∈ Λ, dλ ≤ δλ

Conversely, assuming this condition is satisfied. We denote pλ the spectral projectors of A∞ of type P.

Following the sufficient part of the characterization of nilpotent orbits (9.3.0.1), for every λ there exist

nilpotent matrices Nm,λ that converge to N∞,λ = A∞,λ − λpλ. By setting Am =
∑
λ(Nm,λ + λpλ), we

have limAm = A∞. Thus,

P ⪯ Q ⇐⇒ for all λ ∈ Λ, dλ ≤ δλ.

Moreover, for two polynomials P,Q whose roots are in Λ, we have

P|Q ⇐⇒ for all vλ(P) ≤ vλ(Q)

The condition (i) can therefore be rewritten as

for all i = 1, · · · , n, we have
∏

j≤i
Pj |

∏
j≤i

Qj

This concludes the proof of theorem 9.2.0.2.

9.5 Additional Exercises

Exercise(s) 9.5.0.1. Let Q be an n-type and χ =
∏

Qi the corresponding characteristic polynomial.

1. Show that O(χ
red

) (cf. 6.3.4.1) is the only closed orbit contained in O(Q). Deduce that closed orbits

are semi-simple orbits and that χred) = (χn, . . . , χ1) is a minimal type for ⪯.

2. Show that the closure of O(χ
red

)) is the set of matrices A such that χ1(A) = 0 and χA = χ.

3. Generally, show that minimal n-types are of the form χ
red

for χ monic of degree n. Can you prove

this result directly?

4. Conversely, show that maximal n-types are of the form (1, . . . , 1, χ). Deduce that maximal orbits are

those of companion matrices C(χ).
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5. Show that the closure of O(C(χ)) is the set of matrices A whose χA = χ.

Exercise(s) 9.5.0.2. Let k be a subfield of C. Here we consider only n-types k-rational d, i.e. verifying

Pi ∈ k[T], i = 1, . . . , n. We denote Ok(d) the conjugacy class of C(d) under GLn(k). Show in this case

Ok(P) = OC(P) ∩Mn(k). Using 8.3.1.3 and the main theorem 9.2.0.2, show Ok(Q) = ∪P≤QOk(P).
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Useful general algebra
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Chapter 10

Finiteness Properties of Modules

David Hilbert Emmy Noether

10.1 Introduction

The notion of Noetherian ring inevitably leads back to Hilbert’s foundational paper from 1890 [18] with

its three major theorems, the first being the Basis Theorem 10.3.3.1 in the case of polynomial rings.

However, as a student rightly pointed out to me, talking only about this (tremendous) paper1 is unfair.

Indeed, it was Emmy Noether who developed the general vision as early as 1920 ([25]).

10.2 Integrality

In addition to the importance of finite-dimensional vector spaces, let us show more generallythe impor-

tance of finitely generated modules through a few examples.

1The other two theorems in the article are none other than the Nullstellensatz and the Syzygy Theorem!
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10.2.1 Principle of Extension of Algebraic Identities

This principle, extremely useful, is based on a tautology. Let P ∈ Z[T1, · · · ,Tn] and Ii, 1 = 1, · · · , n be

infinite sets of a field of characteristic zero k. Then, if P is zero on
∏

Ii, for any ring R and any (ri) ∈ Rn,

we have P(r1, · · · , rn) = 0. Indeed, we observe that we then have Z[T1, · · · ,Tn] ⊂ k[T1, · · · , xn] and we

reduce by induction to the fact that a polynomial in one variable not identically zero has only a finite

number of roots.

Corollary 10.2.1.1. Let A ∈ Mn(R) and χA(T) = det(TId−A). Then, χA(A) = 0.

Proof. The matrix equation χA(A) = 0 is a system of n2 polynomial equations with integer coefficients

(the coefficients χA(A) = 0 where A is the generic matrix A = [Ti,j ]). But these polynomials are zero on

Mn(C) according to the usual Cayley-Hamilton theorem. We conclude by setting Ii,j = C thanks to the

previous discussion.

10.2.2 An Application of Cayley-Hamilton

Proposition 10.2.2.1 (Determinant Trick). Let f be an endomorphism of a finitely generated R-module

M. There exists a monic polynomial P ∈ R[T] that annihilates f . If additionally f(M) ⊂ IM, it can be

assumed that the coefficients of f with index < deg(P) belongs to I.

Proof. Let mi, 1 ≤ i ≤ n be a finite family of generators of M and consider a matrix A = [ai,j of f ,

i.e.for each j, write (in a non-unique way)

f(mj) =
∑

i

ai,jmi.

Note that if f(M) ⊂ IM, we can assume ai,j ∈ I. It is then enough to set P = det(TId− A) and invoke,

for example, Cayley-Hamilton (10.2.1.1) for A ∈ Mn(R).

By applying the proposition to f = IdM, we obtain the famous Nakayama Lemma which is very important

in advanced commutative algebra.

Corollary 10.2.2.2 (Nakayama). Let M be a finitely generated module and I an ideal such that M = IM.

Then, there exists i ∈ I such that (1+ i)M = 0. In particular, if 1+ i is invertible (e.g., if i is nilpotent),

then M = 0.
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10.2.3 Rings of Integers

Let R′ be an R-algebra (in other words, consider a ring morphism R → R′). An element r′ ∈ R′ is said

to be integral over R if it is annihilated by a monic polynomial with coefficients in R.

Theorem 10.2.3.1. The subset of R′ of elements which integral over R forms a subring of R′.

Proof. 0 and 1 are integral. We must therefore prove that the difference and the product of two integral

elements r′ and r” are integral. Let M = R[r′, r”] be the ring of polynomial expressions in r′ and r”

with coefficients in R. If r′ and r” are annihilated by monic polynomials of degrees n′ and n”, the

family r′ir”j1 ≤ n′, j ≤ n” generates M and contains r′ − r” and r′r”. But if ρ ∈ M, the homothety of

ratio ρ defines an endomorphism hρ of M and thus (10.2.2.1) there exists a monic P ∈ R[T] such that

P(hρ) = hP(ρ) = 0. Applying to 1 ∈ M, we obtain P(ρ) = 0 so that all elements of M are integral over R.

Corollary 10.2.3.2. Let k be a subfield of a field k′. Then the subset of elements of k′ that are algebraic

over k forms a subfield of k′.

Proof. Following 10.2.3.1 applied to R = k, it suffices to show that the inverse of a non-null algebraic

element r′ ∈ k′ is still nonzero. Suppose therefore P is a unitary annihilator of r′. But then, Tdeg(P)P(1/T)

is a non-null annihilator of 1/r′.

Remark(s) 10.2.3.3. With a slight abuse, one often simply say that a complex number which is alge-

braic over Q is algebraic, the non algebraic complex numbers being the transcendental ones. A simple

countability argument shows that a randomly chosen complex number is almost surely (for the Lebesgue

measure) transcendental. For instance, both e (due to C. Hermite, 1873) ans π (F. Lindemann, 1883)

are transcendental.

Exercise(s) 10.2.3.4. 1. Show that a rational number is integral over Z if and only if it is an integer.

2. Show that the minimal degree monic polynomial P ∈ Q[T] that annihilates exp( 2iπn ) has integer

coefficients.

10.3 Noetherian Modules

The image of a family of generators of a module through a morphism generates the image module. Thus,

every quotient of a finitely generated module is still finitely generated. However, while a submodule of a
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finitely generated R module is still finitely generated when R is a field, this is generally not the case (cf

3.2.4). However, it is the case in a Noetherian setting.

Lemma 10.3.0.1. Let M be an R module. The following properties are equivalent.

1. Every submodule of M is finitely generated.

2. Every increasing sequence of submodules eventually stabilizes.

3. Every non-empty family of submodules of M has a maximal element for inclusion.

Proof. 1 ⇒ 2. Let Mi be an increasing sequence of submodules. Then, ∪Mi is a submodule of M, thus

finitely generated. Choose a finite family of generators: for n large enough, they all belong to Mn and

therefore Mi = Mn if i ≥ n.

2 ⇒ 3. Let F be a non-empty family of submodules M without any maximal element (proof by contra-

position). We construct a strictly increasing sequence of elements of F ̸= ∅ by induction by choosing M0

one of its elements arbitrarily then by induction, assuming the sequence built for i ≤ n, we observe that

Mn is not maximal thus there exists Mn+1 in F which strictly contains Mn .

3 ⇒ 1. Thus, let N be a submodule of M and let F be the family of its finitely generated submodules. As

{0} ∈ F, this family is non-empty. Let N′ be a maximal element. It is finitely generated contained in N

by construction. Conversely, let n ∈ N. The module Rn+ N′ is in F and contains the maximal element

N′: therefore, it is equal to it, so that n ∈ N′. We thus have N′ = N and therefore N is finitely generated.

Definition 10.3.0.2. 1. A module that satisfies the previously mentioned equivalent conditions is said

to be Noetherian.

2. A ring that is Noetherian as a module over itself is said to be a Noetherian ring.

Thus, a ring R is Noetherian if it satisfies one of the following three equivalent propositions:

1. Every ideal is finitely generated.

2. Any increasing sequence of ideals eventually stabilizes.

3. Every non-empty family of ideals has a maximal element for inclusion.

Example(s) 10.3.0.3. Submodules of Noetherian modules are Noetherian (tautological), as are the quo-

tients of Noetherian modules (easy exercise). Fields, principal rings, and quotient rings of Noetherian



10.3. NOETHERIAN MODULES 133

rings are Noetherian. However, a subring of a Noetherian ring is generally not Noetherian (for example,

a polynomial ring over a field with an infinity of variables is not Noetherian, whereas it is a subring of

its field of fractions which is!).

10.3.1 Stability under exact sequences

Proposition 10.3.1.1. Consider an exact sequence of modules

0 → M1
j−→ M2

p−→ M3 → 0.

Then M2 is Noetherian if and only if M1 and M3 are.

Proof. The direct part has already been observed in the previous example. Conversely, assume M1 and

M3 are Noetherian, and let M′
2 be a submodule of M2. We have an exact sequence

0 → j−1(M′
2) → M′

2 → p(M′
2) → 0.

But j−1(M′
2) and p(M′

2) are finitely generated as submodules of M1 and M3. Therefore, one can choose a

finite family of generators for p(M′
2) of the form p(g′2,i) and a finite family of generators g1,k for j−1(M′

2).

The finite family j(g1,k), g′2,i of M′
2 generates it.

In particular, if R is Noetherian, then Rn is a Noetherian module, and thus so is any quotient. This leads

to the following important corollary.

Corollary 10.3.1.2. The Noetherian modules over a Noetherian ring are exactly the finitely generated

modules.

10.3.2 Existence of Decomposition into Irreducibles in Noetherian Domains

We assume in this section that R is a domain. Recall that r ∈ R is called irreducible if it is non-zero and

non-invertible and its only divisors are either invertible or associated with it. In other words, r ∈ R∗ is

irreducible if the equation r = r1r2 implies r1 or r2 is invertible.

Lemma 10.3.2.1. Every nonzero and non-invertible element in a Noetherian domain R is a product of

irreducible elements.
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Proof. Note that whether r is irreducible only depends on (r), i.e., it is invariant by multiplication by an

invertible. Then, let F be the set of proper and non-null principal ideals of R whose one of the generators

is not a product of irreducibles. If F were non-empty, it would have a maximal element (r) for inclusion.

But r is not irreducible because otherwise (r) ̸∈ F, so r is written r1r2 with r1 and r2 non-invertible.

Thus (r) ⊊ (ri). By maximality, (ri) /∈ F so that each ri is a product of irreducibles, and so is their

product r. A contradiction.

Thus, the existence of decomposition into irreducibles is trivial. It is the uniqueness up to multiplication

by an invertible (and order aside) that is important (as we will see, this is exactly the content of Euclid’s

lemma in factorial rings). For example, according to the above, the ring R[T,Y]/(T2−Y3) is Noetherian,

obviously integral (exercise). Yet, the element T2 = Y3 of the quotient has two decompositions (non-

equivalent) because both T and Y are irreducible in the quotient and not associated (exercise).

10.3.3 Hilbert’s Basis Theorem

Theorem 10.3.3.1. Let R be a Noetherian ring.

1. The polynomial ring R[T] is Noetherian.

2. Every finitely generated R-algebra is a Noetherian ring.

Proof. The second point is an immediate consequence of the first (by induction, any polynomial ring over

R with n variables is Noetherian, and thus so is any quotient). Let’s consider the first point.

Let I be an ideal of R[T] and I∗ = I − {0}. If P is a non-null polynomial, denote dom(P) its highest

degree non-null coefficient. The formula dom(TnP) = dom(P) ensures that {0}∪dom(I∗) is an ideal of R

(exercise). It thus has a finite number of generators of the form dom(Pi),Pi ∈ I∗ which can be assumed

to be of the same degree d ≥ 0 according to the previous formula. An immediate induction then shows

I ∩ R≥d[T] = ⟨Pi⟩. But I ∩ R≤d[T] is a sub-R-module of R<d[T] ≃ Rd: therefore, it is a Noetherian

module like Rd (10.3.1.2). One can thus take a finite number of generators Qj (as an R-module) and the

finite family (Pi,Qj) generates I.

We have in fact reused the argument of Euclidean division used to show that k[T] is principal, the problem

being that one can only divide in k[T] if the leading coefficient of the polynomial is an invertible of R×.

This is the reason for introducing the ideals of leading coefficients of I.

10.4 Additional Exercises

Exercise(s) 10.4.0.1. Let G be a finite group operating (on the left) on a ring R. Assume that the

cardinality n of G is invertible in R and denote RG the subring of R of elements invariant by G. Denote

π : R → R the application x 7→ 1
n

∑
g∈G gx.
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1. Show that p is a projector of image RG.

2. Show that p is RG linear.

3. Show that if R is Noetherian, RG is Noetherian.

Exercise(s) 10.4.0.2. Let P be a polynomial with integer coefficients P without rational root, d its degree

and x ∈ R a real root of P. Let (p, q) ∈ Z×N∗.

1. Show d > 1 .

2. Show |P(pq )| ≥ 1
qd

.

3. Show there exists C > 0 such that if p
q ∈ [x− 1, x+ 1] then

∣∣∣∣x− p

q

∣∣∣∣ ≥
C

qd
.

4. Show that ℓ =
∑

n≥0

10−n! is transcendental [Hint : what can you say about the periodicity of a decimal

expansion of a rational number ?].

Exercise(s) 10.4.0.3. Let G be an abelian group which is of finite type.

• Prove that there exists an exact sequence Zm → Zn → F → 0.

• Using the method of chapter 5 and4.3.2.6, deduce that G is isomorphic to a grou of the form Zr ⊕
⊕ni=1Z/diZ with dn| . . . |d1.

• Prove that a finite subgroup of k∗ (where k is a field) is cyclic.

Exercise(s) 10.4.0.4. TBD
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Chapter 11

Reminder on Unique Factorization

Domains

11.1 Introduction

In this chapter, R denotes a domain, i.e.an integral ring (commutative with unity as usual). Let k be its

field of fractions. Thus, we have a notion of divisibility defining a partial order relation on R∗ = R−{0}.
We are interested in rings where a decomposition irreducible factors exists and is reasonably unique. We

will constantly use the fact that two elements a, b ∈ R are equal up to an invertible multiple u ∈ R× if

and only if the ideals they generate are equal: they are then said to be associated and we write a ∼ b.

This defines an equivalence relation on R compatible with multiplication so that R/ ∼ is equipped with

an associative multiplication with a unit, the class of 1: this is what is called a monoid (commutative with

unit). We observe (and use) that the divisbilty relation is well defined on the quotient R/ ∼. Finally,

even the traditional notion of GCD (in principal ideal domain) is only defined up to this equivalence

relation, we’ll often write equality in this context : for instance, we write GCD(a, b) = 1 for coprime a, b

instead wring GCD ∼ 1.

137



138 CHAPTER 11. REMINDER ON UNIQUE FACTORIZATION DOMAINS

11.2 Characterization

Recall that r ∈ R is said to be irreducible if it is non-zero and non-invertible and if the equation r = r1r2

implies r1 or r2 is invertible. In other words, r ∈ R is said to be irreducible if it is non-zero and

non-invertible and if its only divisors are either invertible or associated with it.

11.2.1 Uniqueness Criterion

We know that positive irreducible integers are precisely prime numbers. Generally, we only have one

implicationhave

Lemma 11.2.1.1. Let r ∈ R∗. If the ideal (r) is prime then r is irreducible.

Proof. If r = r1r2, the product r1r2 is zero in R/(r) which by definition is integral. Hence, the class (r1

mod r) for example is zero so that r = ρ1r and r = ρ1rr2. Simplifying by r (integrity), r2 is invertible.

The converse is the the so called Euclid, which in a certain sense is true only in unique factorization

domains (see 11.2.1.5 for a precise statement).

Definition 11.2.1.2 (Euclid’s Property). We say (by abuse) that Euclid’s lemma is true in R if the

ideal generated by an irreducible is prime, that is if any irreducible dividing a product divides one of the

factors.

The following lemma is well known

Lemma 11.2.1.3. Let r, r1, r2 be non zero elements of a principal ideal domain R.

1. (Gauss lemma) If r|r1r2 and GCD(r, r1) = 1, then r|r2.

2. (Euclid Property) If r is irreducible and r|r1r2 then r|r1 or r|r2.

Proof. For the first point, write (Bézout’s theorem) ur + vr1 = 1 for some u, v ∈ R. We get r2 =

urr2 + vr1r2 and therefore r|r2 because r divides each summand.

For the second point, let d = GCD(r, r1). Because d|r and r irreducible, d invertible or d ∼ r. In the

second case, we have have done because r ∼ d|r1 by definition. In the first case, we apply Gauss lemma

and we get r|r2.



11.2. CHARACTERIZATION 139

Definition 11.2.1.4. Let R be a domain and r, r′ ∈ R.

1. We will say a decomposition

r = u
∏n

i=1
pi

with u ∈ R× and pi irreducible is unique if for any other such decomposition

r = u′
∏n′

i=1
p′i,

we have r = n′ and, with renumbering, pi ∼ p′i for every i. We also say that the (classes of) the pi’s

are unique up to order.

2. A domain is said to be a unique factorization domain (UFD) if every non-zero element has a unique

decomposition into irreducible elements in the preceding sense.

The link with what precedes is

Lemma 11.2.1.5 (Uniqueness Lemma). Assume every non-invertible element of R admits a decompo-

sition into irreducible elements. Then, these decompositions are unique if and only if Euclid’s lemma is

true in R.

Proof. Assume we have uniqueness and let r be irreducible (thus non-zero) with a decomposition r =

r−r+. Let’s write the decompositions into irreducibles

rε = uε

nε∏
j=1

pε,j

getting

r = u−u+
∏
ε,j

pε,j

with ε = ± say. Thus, we have two decompositions of r into irreducibles, one having of length 1, the

other of length n− + n+. Thus, by uniqueness, 1 = n− + n+ and r is (associated to) one of the pε,j (and

even the only one) so that it divides rε.

Conversely, if Euclid’s lemma is true, we prove the uniqueness by n straightforward recursion on the sum

of the lengths of two possible decompositions of the same non-zero element.

By invoking the existence of decompositions in the Noetherian case (10.3.2.1 and Euclid Property for

principal ideal domain (11.2.1.3), we get
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Corollary 11.2.1.6. An integral Noetherian domain is UFD if and only if it satisfies Euclid’s Property.

In particular, principal ideal domain are UFD.

11.3 Transfer

We will demonstrate the transfer theorem from the factorality to polynomial rings

Theorem 11.3.0.1. If R is UFD, then R[T] is UFD.

We must therefore demonstrate the uniqueness of decompositions (thus Euclid’s lemma) and their unique-

ness. For this, we will compare the notion of irreducibles in R[X] and k[X] using the notion of content

(due to Gauss). We will use the equality (R[T])× = R× which is true for any domain R (just because in

this case we have deg(PQ) = deg(P) + deg(Q), see exercise 11.5.0.1 for the general case).

11.3.1 GCD, LCM in UFD

Let (ri) be a finite family of elements of R which we will assume are not identically zero. Recall that an

element r ∈ R∗ is a GCD of the ri if it is maximal among the common divisors to the ri. Two GCDs of the

same family, when they exist, are of course associated, which is why we speak of the GCD. Therefore, we

can consider the GCD,LCM as elements of the monoid R/ ∼. Considering maximal common multiples,

we obtain the notion of LCM. As with integers, we have

Lemma 11.3.1.1. If R is UFD, the GCD and the LCM of the (ri) exist.

Proof. Consider decompositions into irreducible factors of each of the ri ̸= 0 and let qj be a family of

irreducibles not associated with each other so that all these factors are associated with exactly one of the

pi. We can then write uniquely

ri = ui
∏

j
q
vi,j
j , vi,j≥0 and ui ∈ R×.

We then define

GCD(ri) =
∏

j
q
mini(vi,j)
j and GCD(ri) =

∏
j
q
maxi(vi,j)
j

which are verified to be suitable.

Note that GCD and LCM are homogeneous of weight 1 for multiplication by R∗.

Exercise(s) 11.3.1.2. Show that if R is principal, the GCD(ri) is a generator of the ideal generated by

the (ri). Provide a characterization of the LCM in terms of ideals.
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11.3.2 Content

In the remainder of this chapter section, R denotes an UFD domain.

Definition 11.3.2.1. Let P ∈ R[T] be nonzero. We define he content c(P) of P as the GCD ∈ (R/ ∼)

of its coefficients1. A polynomial with content c(P) ∼ 1 is said to be primitive.

For example, monic polynomials of R[T] are primitive. The content is homogeneous of weight 1 under

multiplication by nonzero element like the GCD.

Theorem 11.3.2.2 (Gauss). Let P,Q be be nonzero polynomials of R[T]. Then, c(PQ) ∼ c(P)c(Q).

Proof. By homogeneity, we may assume P,Q are primitive and we must demonstrate that PQ is primitive.

Otherwise, let p be an irreducible of R dividing c(PQ). Since R is UFD, it satisfies Euclid’s lemma and

the quotient R = R/(p) is integral. The coefficient reduction morphism R → R induces a ring morphism

R[T] → R/(p) such that 0 = PQ = P · Q. Since R[T] is integral like R, for example P = 0, i.e.p|c(P), a

contradiction because c(P) ∼ 1.

Corollary 11.3.2.3. The irreducibles of R[T] are

1. The irreducibles of R;

2. Primitive polynomials of R[T] that are irreducible in k[X].

Proof. Recall the equality (R[T])∗ = R×. The first point follows immediately for reasons of degree.

If P is irreducible in R[T] of degree > 0, it is certainly primitive according to the first point.

Suppose it is the product of two polynomials P̃1, P̃2 ∈ k[T]. By reducing to a common denominator

di ∈ R∗ for the coefficients of P̃i, we can write P̃i = Pi/di with Pi ∈ R[X]. We then have

(∗) d1d2P = P1P2

so that d1d2 = d1d2c(P) = c(P1)c(P2) (homogeneity and multiplicativity of content). Replacing in (*),

we get

P = P1/c(P1)P2/c(P2)

with Pi/c(Pi) ∈ R[T] by definition of content. As P is irreducible in R[T], we deduce for example

P1/c(P1) is invertible, thus of degree zero, and therefore the same for P̃1 which is proportional to it by

a scalar Hence the irreducibility in k[T].

The converse is tautological (who can do more can do less)
1Let’s emphasize that c(P) belongs to R/ ∼, i.e.is only defined up to multiplication by a unit.
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11.3.3 The Transfer Theorem

Theorem 11.3.3.1. If R is UFD, then so is R[T].

Proof. Because the defining properties of UFD are invariant under multiplication by a unit of R×, for

simplicity we simply write by an equality an equality up to R×.

Existence of decomposition. Let P ∈ R[X] be non-zero. If P is a constant r ∈ R∗, we write the

decomposition r =
∏
pi into irreducible factors in R and invoke (11.3.2.3).

If P is of degree > 0, by factoring out a GCD of its coefficients, we can assume P is primitive. As in

the proof of 11.3.2.3, a common denominator argument then allows us to write its decomposition in the

principal therefore UFD k[X]

P =
∏

Pi/di

with Pi ∈ R[T] irreducible in k[T] and di ∈ R∗. By taking the contents, we have c(P) =
∏
di and

P =
∏

Pi/c(Pi) which is the sought decomposition .

Uniqueness of decomposition in R[T]. Let’s demonstrate that R[T] satisfies Euclid’s lemma (11.2.1.2).

Suppose then P irreducible divides the product of P1,P2 ∈ R[T]. If P is of degree > 0, it is primitive and

irreducible in k[T] according to (11.3.2.3). As k[T] is UFD since principal, P|P1 for example (in k[T] )

and a common denominator argument allows once more to write dP1 = Q1 · P with d ∈ R∗,Q1 ∈ R[T].

By taking the contents we again have dc(P1) = c(Q1) and therefore P1 = c(P1)Q1/c(Q1)P and thus P

divides P1 in R[T].

For example, a polynomial ring in n variables over a field, a principal ring more generally, is UFD. But

beware, this remarkable stability of factorality does not pass to quotients as does the property of being

Noetherian. The knowledgeable reader will relate this to the notion of non-singularity in geometry.

Exercise(s) 11.3.3.2. Show that the ring R[X,Y]/(X2 −Y3) is integral, Noetherian but not UFD.

11.4 Irreducibility of the Cyclotomic Polynomial Over Q

From now on, in the rest of this chapter, k = Q and Ω = C.

We can take here ζn = exp
(
2 Idπ
n

)
so that the primitive n-th roots of unity (in C) are the complex

numbers of the form ζmn = exp
(
2 Idπm
n

)
, where m ∈ (Z/nZ)∗.

Definition 11.4.0.1. We define the n-th cyclotomic polynomial

Φn(X) =
∏

m∈(Z/nZ)∗

(
X− exp

(
2 Idπm

n

))
.
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We will show that Φn is irreducible and has integer coefficients.

Lemma 11.4.0.2. We have Φn(X) ∈ Z[X].

Proof. Then, every n-th root of unity has an order d that divides n: it is a primitive d-th root of 1.

Conversely, if ζ is a primitive d-th root of 1 with d|n, it is an n-th root of 1. We deduce that the set of

n-th roots of 1 is the disjoint union parameterized by the divisors d of n of the primitive d-th roots. As

Xn − 1 =
∏

ζ∈µn

(X− ζ),

we deduce the formula

(i) Xn − 1 =
∏

d|n
Φd(X).

Starting from Φ1(X) = X − 1 ∈ Z[X], we assume by induction on d that Φd has integer coefficients

according to whatever d < n. We just have to recall that the quotient of an integer coefficient polynomial

by a monic integer coefficients polynomial is an integer coefficient polynomial (5.2.0.1) to conclude his is

also true for d = n.

But we have in our case the transfert theorem

Lemma 11.4.0.3 (Gauss). Let P ∈ Z[X] be a non-constant polynomial.

i) If P is irreducible in Z[X], it is irreducible in Q[X].

ii) If P is monic, then the monic irreducible factors of the factorization of P in Q[X] have

integer coefficients.

Proof. It is just an immediate consequence of (11.3.3.1) with R = Z.

Definition 11.4.0.4. A complex number is said to be an algebraic integer if it is the root of a monic

polynomial with integer coefficients.

When the context is clear, we will simply say “integer” instead of algebraic integer.

For example, ζn is an integer, but 1/2 is not (cf. Exercise 11.4.0.5).

The consistency of the terminology is ensured by the following result.

Exercise(s) 11.4.0.5. Show that x ∈ Q is an integer over Z if and only if it is in Z.
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Gauss’s Lemma 11.4.0.3 immediately gives the following result.

Corollary 11.4.0.6. The minimal polynomial of an integer element has integer coefficients.

Then:

Theorem 11.4.0.7. The cyclotomic polynomial Φn is irreducible over Q.

The proof, due to Gauss, is very clever.

Proof. Let P be the minimal polynomial of ζn. It suffices to prove Φn|P, or that all primitive roots of

unity cancel P.

Let p be a prime not dividing n and let ζ be a root of P. Then ζ is necessarily a primitive root because

P|Φn. The key is the following lemma.

Lemma 11.4.0.8. ζp is a root of P.

Proof. Suppose, by contradiction, the opposite. Write

Xn − 1 = P(X)S(X)

with S(X) ∈ Q[X]. Since ζn is an integer, we have P(X) ∈ Z[X] according to Corollary 11.4.0.6. P(X)

being moreover monic, S(X) ∈ Z[X]. Since P(ζp) is assumed to be non-zero, we have S(ζp) = 0. Thus,

the polynomials P(X) and Q(X) = S(Xp) have a common complex root. Their GCD (calculated over Q)

is therefore non-constant, so that P divides Q in Q[X] (irreducibility of P) and also in Z[X] since P is

moreover monic. Reduce modulo p. We obtain

Q(X) = S(Xp) = (S(X))p

using the Frobenius morphism. Since by hypothesis n ̸= 0 in Fp, Xn − 1 and its derivative nXn−1 have

no common root in Fp, so that Xn − 1 and P have no common factor in Fp[X]. Let Π be an irreducible

factor of P. As it divides S
p
, it divides S, so that Π2|Xn − 1 in Fp[X]. We obtain a contradiction since P

is separable.

We can now finish the proof of Theorem 11.4.0.7.

Let then ζ be a root of P and ζ ′ be any root of Φn. We write ζ ′ = ζm with GCD(m,n) = 1 (because ζ ′

is primitive). By decomposing m into a product of prime factors, a repeated application of the lemma

gives that ζ ′ is a root of P and therefore Φn|P.
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11.5 Additional exercises

Exercise(s) 11.5.0.1. Let R be a ring.

1. If r is nilpotent, show that 1 + r ∈ R×.

2. Show that a nilpotent element belongs to any prime ideal of R.

Let r be a non nilpotent element and define the equivalence relation on R by r1 ≡ r2 if an only if there

exist n ≥ 0 such that rnr1 = r2. R[1/r] denote the quotient space and Rnil the set of nilpotent elments of

R.

3. Show that there exists a unique ring structure such that the quotient map R → R[1/r] is a morphisme.

4. Prove that R[1/r] is nonzero.

5. Prove that there exists a prime ideal not containing r.

6. Prove that the intersection of prime ideals of R is the set of nilpotent elements of R.

7. Prove (R[T])× = R× +TRnil[T].

Exercise(s) 11.5.0.2. Let n be a positive integer and z1, . . . , zn be complex numbers. Define Pm(T) =∏
i(T− zmi ) for m ≥ 0 and let V = C[T]/(P1(T)). Finally, let a ∈ EndC(V) be the homothety with ratio

T defined by a(Q) = TQ for all Q ∈ V and let χa(X) = det(X Id−a) be its characteristic polynomial.

1. Show the formula χa(X) = P1(X).

2. Show that the zi are the eigenvalues of a.

3. Show that the dimension of each eigenspace is 1.

4. Show that a is diagonalizable if and only if the zi are pairwise distinct.

5. Show for all m ≥ 0 the formula χam(X) = Pm(X).

Now suppose that 0 < |zi| ≤ 1 for all i and that P1 ∈ Z[T].

6. Show that the Pm(T) have integer coefficients.

7. Show that the set {Pm, m ≥ 0} is finite.

8. Conclude that the zi are roots of unity.
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Chapter 12

Euclidean Spaces

Euclid by Raphael

12.1 Perspective

In this section we generalize the warm-up results of chapter 2 to a general

Euclidean space emphasizing that most of the results come from this dimension

≤ 2 case. This is consistent with the spatial elementary geometry taught in

highschool where most of the time proving theorem needs to reduce to suitable

planes or to project to them.

In this chapter, (E, ⟨., .⟩) will denote an Euclidean space (2.2.0.1). A usual, we write v2 for ⟨v, v⟩ and we

have by simple bilinearity

(v + w)2 = v2 + 2⟨v, w⟩+ w2

proving the usual Pythagoras theorem: (v + w)2 = v2 + w2 if and only if v and w are orthogonal.

149
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12.2 Basics on Euclidean Geometry

Most of this section consists in reminders (orthogonality, Gram-Schmidt algorithm, orthogonal and sup-

plementary spaces). Proofs are included for convenience and reference but can certainly be skipped by

most of the readers. As announced in § 2, the proof will use two tools: the orthogonal decomposition

(12.2.3) allowing to reduce to the dimension ≤ 2 case which either trivial (dimension 1) or elementary as

explained in the warm-up chapter 2.

12.2.1 Examples

Let us first give some examples even we know (and will recall) that two Euclidean spaces of the same

dimension are isometric.

Example(s) 12.2.1.1. • The restriction of a scalar product E, ⟨., .⟩ to a subspace is a scalar product:

any such finite dimensional vector subspace has the canonical structure of a Euclidean space, with

which it is implicitly equipped.

• If (X, µ) is a (positively) measured space, then a scalar product on L2(X, µ;R) is defined by

⟨f, g⟩ =
∫
fgdµ.

Therefore, any of its finite dimensional subspace is an Euclidean space.

• If M ∈ Mp,q(R), then ⟨M,N⟩ = tr(tMN) is a scalar product. For this, consider M = (aij) and

compute the diagonal terms of tMM = (bij) :

bjj =
∑

k

akjakj =
∑

k

a2kj

and

tr(tMM) =
∑

i,j

a2ij

hence ⟨M,M⟩ > 0 unless M = 0.

12.2.2 Euclidean Norm

Theorem 12.2.2.1. The mapping v 7→ ∥v∥ is a norm called the Euclidean norm.

Proof. As in (2.2.1.1), the proof is a consequence of the general Cauchy-Schwartz lemma 12.2.2.2 below.
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Proposition 12.2.2.2 (Cauchy-Schwartz). Let v, w ∈ E.

1. One has ⟨v, w⟩ ≤ ∥v∥∥w∥ with equality if and only if v, w are positively colinear.

2. One has |⟨v, w⟩| ≤ ∥v∥∥w∥ with equality if and only if v, w are colinear.

Proof. This is trivial if dim(E) ≤ 1. If not, v, w always belong to a dimension Euclidean 2 to which we

apply the Cauchy-Schwartz inequality in dimension 2 (2.2.1.1).

This norms benefits the median equality1, or Apollonius theorem

(i) ∀x, y ∈ E, ∥x+ y∥2 + ∥x− y∥2 = 2(∥x∥2 + ∥y∥2).

The Euclidean norm is in fact characterized by the identity of the median:

Exercise(s) 12.2.2.3. Show that a normed space of finite dimension is Euclidean if and only if for all

x, y ∈ E, we have

∥x+ y∥2 + ∥x− y∥2 = 2(∥x∥2 + ∥y∥2).

12.2.3 Dual of an Euclidean space, Orthogonal

Proposition 12.2.3.1. Let F be a subspace of E.

1. E admits orthonormal basis.

2. The dual of an Euclidean space E is canonically isomorphic to its dual thanks to the isomorphism

v 7→ (w 7→ ⟨v, w⟩).

3. This isomorphism identifies F⊥ ⊂ E∗ with the usual Euclidean orthogonal {v ∈ E|⟨v.F⟩ = {0}}, still

denoted F⊥.

4. One has the orthogonal decomposition F
⊥
⊕F⊥ = E.

Proof. The proof of (1) is a simple induction, strating in dimension 1 where v/∥v∥ is an orthonormal

basis for any v ̸= 0. In dimension n > 1, choose a unite vector en and observe that the linear form
1Exercise: Explain the denomination "median equality".
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φ : w 7→ (w 7→ ⟨en, w⟩) is not zero (because it is positive on en). Then, by induction there exists an

orthonormal basis on the Euclidean hyperplane Ker (φ) whose together with en is an orthonormal basis

of E.

The morphism of (2) is an injection E ↪→ E⋆ and therefore an isomorphism for dimension reasons.

A form w 7→ ⟨v, w⟩ belongs to F⊥ if and only if ⟨v,F⟩ = {0} proving (3) and therefore the dimension

formula dimF⊥ + dimF = dimE.

If v ∈ F ∩ F⊥, one has ∥v∥2 = ⟨v, v⟩ = 0 and therefore v = 0. Together ith the dimension formula, this

gives (4).

Example(s) 12.2.3.2. In the case of the standard Euclidean Rn, the identification between Rn = (Rn)∗

allows the definition of the gradient ∇x(f) ∈ Rn of a function f : Rn → R differentiable at a point x by

the relation

∀v ∈ Rn, ⟨v,∇x(f)⟩ = df(x).v.

Definition 12.2.3.3. For any subspace F of E, we define the orthogonal projection to F (resp. the

orthogonal symmetry) with respect to F) as IdF
⊥
⊕ 0F⊥ (resp. IdF

⊥
⊕(− IdF⊥) ).

Exercise(s) 12.2.3.4. Let u ∈ Rn. The Householder matrix is defined as the n× n matrix Hu given by

Hu = I− 2
utu

∥u∥2 , if u ̸= 0,

and Hu = I if u is the zero vector. Prove that Hu is the orthogonal symmetry of the standard Eucldidean

Rn with −1 eigenspace u⊥.

Exercise(s) 12.2.3.5. Show that the matrix norm of a linear projection in an Euclidean space is ≤ 1.

Show that this norm is equal to 1 if and only if the projection is an orthogonal projection.
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12.2.4 Cross product in an oriented Euclidean space

Let E be an oriented Euclidean vector space. Let B be an orthonormal basis defining the orientation of E

(choose for any orthonormal basis and if it is non direct, change one of its vector to its opposite). If B′ is

another positively oriented orthonormal basis, the the base change matrix Mat(B,B′) is of determinant

1.

In particular, for any vectors v1, . . . , vn ∈ E, one has detB(v1, . . . , vn) = detB′(v1, . . . , vn) and this value

does not depend on B but on the orientation.

Definition 12.2.4.1. For any v1, . . . , vn ∈ E, we denote by det(v1, . . . , vn) the determinant

detB(v1, . . . , vn) where B is an arbitrary positively oriented orthonormal basis of E.

Proposition 12.2.4.2. Let v1, . . . , vn−1 ∈ E.

1. There exists a unique unique vector (the cross product of the vi’s) v1 × · · · × vn−1 ∈ E such that

∀v ∈ E, ⟨v1 × · · · × vn−1, v⟩ = det(v1, · · · , vn−1, v).

2. The cross-product map (vi) 7→ v1 × · · · × vn−1 is skew-linear and v1 × · · · × vn−1 is orthogonal to the

vi’s.

3. If (v1, . . . , vn−1) is free, then (v1, . . . , vn) is positively oriented. If moreover (v1, . . . , vn−1) is or-

thonormal, so is (v1, . . . , vn).

Proof. Recall (12.2) that the dual of an Euclidean space E is canonically isomorphic to its dual thanks

to the isomorphism v 7→ (w 7→ ⟨v.w⟩) which proves (1).

The skew-linearity of the cross product follows from the skew linearity of the determinant. Moreover, if

i < n, one has

0 = ⟨v1 × · · · × vn−1, vi⟩ = det(v1, · · · , vn−1, vi) = 0

proving (2).

If (v1, . . . , vn−1) is free, the linear form

v 7→ det(v1, · · · , vn−1, vi)

is nonzero and therefore v1 × · · · × vn−1 is nonzero. In particular

det(v1, · · · , vn−1, v1 × · · · × vn−1) = ⟨v1 × · · · × vn−1, v1 × · · · × vn−1⟩ > 0

proving that (v1, . . . , vn−1, v1 × · · · × vn−1) is a positively oriented basis. If moreover (v1, . . . , vn−1) is

orthonormal, let vn be the unique normed vector such that B = (v1, . . . , vn−1, vn) is a positively oriented
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orthonormal basis. By construction, det(v1, · · · , vn−1, v) is the last coordinate ⟨vn, v⟩ of v with respect

to B, and, by definition, so is ⟨v1 × · · · × vn−1, v⟩ proving v1 × · · · × vn−1 = vn and (3).

12.2.5 Orthogonalization

The following algorithm is the genralization of (2.2.3).

Proposition 12.2.5.1 (Gram-Schmidt Algorithm.). Let v1, · · · vd be a free family in the Euclidean space

E. Then, there exists a unique orthonormal family ε1, · · · , εd such that

1. Span ⟨v1, · · · vi⟩ = Span ⟨ε1, · · · , εi⟩ for i = 1, · · · , d.

2. ⟨vi, εi⟩ > 0 for i = 1, · · · , d.

We’ll give two ways of thinking the proof.

Proof. Let us observe that the independence of the vi implies that each Hi = Span ⟨v1, · · · vi⟩ is of

dimension i and therefore is an hyperplane in Hi+1 and that vi+1 /∈ Hi which moreover carries the

natural orientation of its defining basis (v1, . . . , vi) .

Geometrical proof. By assumption, one has ε1 is the only normed vector positively colinear to v1 ∈ H1.

Assuming ε1, . . . , εi have been (uniquely) constructed, they from an orthonormal basis of Hi. Up to sign,

there is a unique normed vector in Hi+1 to the hyperplane Hi (use either the general dimension formula of

an orthogonal, or more simply the canonical isomorphism from Hi+1 to its dual induced by its Euclidean

structure). Let ei+1 one of the two. Because vi+1 ̸∈ Hi, one has ⟨vi+1, ei+1⟩ ≠ 0 and it remains to define

εi+1 = sign(⟨vi+1, ei+1⟩)ei+1.

In other words, (εi) is characterized by the fact that each (ε1, . . . , εi) is the (unique) a positively oriented

orthonormal basis of Hi.

Computational algorithm. Let us recall that vi+1 ̸∈ Hi for i < d (with H0 = {0}).
Existence. We first define

u1 = v1 ̸= 0, ε1 =
u1
∥u1∥

,

Assuming that u1, . . . , ui and an orthonormal suitable system ε1, . . . , εi of Hi have been defined, one

defines inductively for i < d

ui+1 = vi+1 − ⟨vi+1 · ε1⟩ε1 − · · · − ⟨vi+1 · εi⟩εi ̸= 0, εi+1 =
ui+1

∥ui+1∥
By construction, the family (εi)i≤d is orthonormal and vi+1 ∈ Span (ε1, . . . , εi+1) for all i < d. We get

Hi+1 ⊂ Span (ε1, . . . , εi+1) hence

Hi+1 = Span (ε1, . . . , εi+1)

for dimension reasons. Finally,

⟨εi+1, vi+1⟩ = ⟨εi+1, ui+1⟩ = ⟨ ui+1

∥ui+1∥
, ui+1⟩ = ∥ui+1∥ > 0
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hence our recursive algorithm (which is unfortunately numerically unstable).

Gram-Schmidt orthogonalization also implies that any subspace F of E has an orthonormal basis whose

first dimF vectors form a basis of F. It could have been used earlier to prove for instance the dimension

formula for the orthogonal of a subspace F.

Corollary 12.2.5.2 (Iwasawa or QR Decomposition). Every matrix M ∈ GLn(R) uniquely decomposes

into a product M = QR of square matrices with Q orthogonal and R upper triangular with positive diagonal

coefficients.

Proof. Existence. For j = 1, . . . , n, let

vj = (mi,j)i≤n ∈ Rn

be the (independent) column vectors of M and let

εj = (qi,j)i≤n ∈ Rn

the Gram-Schmidt orthonormalization of (vj). Finally, let us define

rl,j = ⟨vj , εl⟩

By construction Q = (qi,j) is orthogonal. Moreover, because

vj ∈ Span(ε1, . . . , εj)

one has

vj =
∑

l≤j
⟨vj , εl⟩εl =

∑

l

rl,jεl with rl,j = 0 if l > j

or R upper triangular and mi,j =
∑
l qi,lrl,j meaning precisely M = QR. Moreover, ri,i = ⟨vi, εi⟩ > 0,

hence the existence.

Uniqueness. With obvious notations, if QR = Q′R′, we get T = R′R−1 both triangular and orthogonal.

In particular T−1 =t T implying that T is both upper and lower triangular hence diagonal. Because it

is orthogonal, its coefficients are equal to ±1. But the diagonal coefficients are r′i,i/ri,i > 0 and therefore

are equal to 1 proving T = Id hence the uniqueness.

Remark(s) 12.2.5.3. Transposing the QR decomposition, we get the so called LU decomposition of an

(invertible) matrix as a product of a lower triangular matrix by an orthogonal one (unitary in the complex

case, cf. (17.2.4.2)). This provides another numerical algorithm to invert a matrix, unfortunately numer-

ically unstable like the Gram-Schmidt algorithm. We strongly encourage to implement this decomposition
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in a computer, for example using the SAGE software. One can refine this algorithm using the so-called

Householder’s matrices (12.7.0.10).

Exercise(s) 12.2.5.4. Wit the notations above, show that the map M 7→ (Q,R) is continuous. De-

duce that GLn(R) is homeomorphic (not isomorphic as a group!) to On(R) × R
n(n+1)

2 (see the polar

decomposition above for another such homeomorphism).

Corollary 12.2.5.5 (Hadamard Inequality). The Euclidean volume

of a parallelepiped is less than the product of the lengths of its sides

with equality if and only if it is rectangular.

Proof. Let v1, · · · , vn be a family of n free vectors of Rn and M the matrix [v1, · · · , vn]. We want to show

|det(M)| ≤ ∏ ∥vi∥. Keeping the previous notations, we have

|det(M)| = |det(R)| = |
∏

(vi, εi)|
Cauchy−Schwarz

≤
∏

∥vi∥∥εi∥ =
∏

∥vi∥.

In case of equality, equality in Cauchy-Schwarz implies that each vi is (positively) proportional to εi.

12.2.6 Gram matrices

The Gram matrix of a finite family vi ∈ E is the symmetric real matrix Gram(vi) = (⟨vi, vj⟩). We’ll

denote its s determinant by gram(xi). Its important to keep in mind that Gram(vi) = Id if and only if

vi is orthonormal. We’ll repeteadly use the straightforward formula

(ii) tXY =
∑

xiyi

where X,Y are the column vector of coordinates xi, yi respectively. The following corollary is well-known

and is here for reference (compare with 17.2.5.3 and more generally § 19).

Corollary 12.2.6.1. Let vi, wj ∈ E be finite families and assume there exists relations wj =
∑
i pi,jvi.

Let P = (pi,j) be the corresponding (possibly rectangular) matrix. Finally, let x =
∑
xivi, y =

∑
yivi ∈ E

and X,Y the column vectors of the xi, yi’s. Then, one has

1. ⟨x, y⟩ = tXGram(vi)Y

2. Gram(wi) =
tPGram(vi)P.

3. gram(vi) = 0 if the vi’s are not independent and is > 0 else.
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Proof. The first item is a straightforward consequence of 12.2.6.ii.

The second is a direct consequence of the first item.

For the third, assume first that
∑
i yivi = 0 with at least one nonzero yi. Thanks to the first point, we

get tXGram(vi)Y for any column X and Y ̸= 0 the column of the yi’s. Therefore Y ∈ Ker (Gram(vi))

proving that gram(vi) = 0. If the vi’s are independant, let wi be it’s Gram-Schmidt orthonormalization

and P be the corresponding (invertible) base change matrix whose Gram matrix is the identity. Thanks

to the first item, we get 1 = gram(vi) det(P)
2.

12.2.7 Minimization of distance

It’s a highschool result that the distance from a point M to a line ℓ is the length MH where H is the

orthogonal projection of M on ℓ.

x

pF(x) F

F⊥

x-pF(x)

0

Proposition 12.2.7.1. Let fi, i = 1, . . . , d is a basis of a subspace F of F and x ∈ E. Let pF be the

orthogonal projection to F and d(x,F) = infy∈F ∥x− y∥ the distance form x to F.

1. The projection pF(x) is the only point y ∈ F such that d (x,F) = ∥x− y∥.

2. d(x,F)2 = ∥x− pF(x)∥2 =
gram(x, fi)
gram(fi)

.

Proof. By definition, x− pF(x) ∈ F⊥. Therefore, for any y ∈ F, one has

∥x− y∥2 = ∥x− p(x)∥2 ≥ ∥x− p(x)∥2 + ∥p(x)− y∥2

proving that y = p(x) is the unique solution of the first inequality.

For the second item, observe that gram(x, fi) is linear in x and zero if x ∈ F (because the first column of

the Gram matrix is then a linear combination of the others). Therefore,

gram(x, fi) = gram(x− pF(x), fi)
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But, x− pF(x) ∈ F⊥ implying that the the first row of the Gram matrix is

(∥x− pF(x)∥2, 0, . . . , 0).

Expanding the Gram determinant along this line gives

gram(x, fi) = d(x,F)2 gram(fi)

thanks to the first item. We conclude using 12.2.6.1.

The proposition above can be generalized for F only assumed to be closed and convex (16.4.0.1).

Remark(s) 12.2.7.2. With the notation of the proof of 12.2.5.1, we have the formula for the Gram-

Schmidt process

ui+1 = vi+1 − pHi
(vi+1) εi+1 =

ui+1

∥ui+1∥
for any i < d.

Exercise(s) 12.2.7.3. Give at least two different ways to compute inf
a,b∈R

∫1
0
(t2 + at+ b)2 d t.

12.3 Geodesic distance on the Euclidean sphere

Let Sn ∈ Rn+1 be the Euclidean sphere of unit vectors and let x, y ∈ Sn. We are interested in length

of "smooth paths" γ : [a, b] → Sn
2 drawn on the Euclidean sphere between x, y and we define θxy =

arccos⟨x, y⟩.
If n = 1, we identify the plane to the complex plane and write thanks to the lifting theorem γ(t) =

exp(iθ(t)). We have

exp(iθ(a)) = x, exp(iθ(b)) = y, ⟨x, y⟩ = Re(xy) = cos(θ(b)− θ(a))

The length of γ is therefore ∫ b
a

|θ′| ≥ |θ(b)− θ(a)|

whose class (up to sign and mod 2π) is the non oriented angle between x and y. It follows that the

smallest possible length is arccos⟨x, y⟩ with equality if and only if γ is the usual parametrization of the

smallest arc of circle (the red part of the figure below) between x and y (of course, if x = −y they are

two such arcs.)

Exercise(s) 12.3.0.1. Using that exp is a group morphism that we have the triangle inequality θx,z ≤
θx,y + θy,z for any points x, y, z in the unit plane circle. Deduce that (x, y) 7→ θx,y is a distance.

2At least piecewise C1 alowing to define the length of γ by
∫
∥γ′(t)∥
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Proposition 12.3.0.2. For any n ≥ 1, the map (x, y) 7→ θx,y = arccos ⟨x, y⟩ is a distance.

Proof. The triangle inequality is the only point to check. If we knew that suitable arc of great circle are

shortest paths (see 12.7.0.11), the result would follow from the above computation formally. Let us give

a (classical3) direct proof.
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We know that the Gram determinant gram(x, y, z) = det




1 cos θxy cos θxz

cos θxy 1 cos θyz

cos θxz cos θyz 1


 is ≥ 0 meaning

precisely (by direct computation of the determinant) that

1− cos2 θxy − cos2 θyz − cos2 θxz + 2 cos θxy cos θyz cos θxz ≥ 0.

Adding cos2 θxz − cos2 θxz ≥ 0 we get

(1− cos2 θxy)(1− cos2 θyz)− (cos θxy cos θyz − cos θxz)
2 ≥ 0,

or equivalently:

sin2 θxy sin
2 θyz ≥ (cos θxy cos θyz − cos θxz)

2.

Because θxy, θyz ∈ [0, π], their sinus are ≥ 0.
3Our exposition is the one of https://math.stackexchange.com/q/1925049

https://math.stackexchange.com/q/1925049
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Taking square roots of the last inequality we get

sin θxy sin θyz ≥ | cos θxy cos θyz − cos θxz| ≥ cos θxy cos θyz − cos θxz

sin θxy sin θyz ≥ cos θxy cos θyz − cos θxz

Using the trigonometrical identity:

cos(θxy + θyz) = cos θxy cos θyz − sin θxy sin θyz

we obtain

cos θxz ≥ cos(θxy + θyz)

hence the triangle identity because arccos is a decreasing function.

θxz ≤ θxy + θyz.

12.4 Adjoint morphism

Proposition 12.4.0.1. Let B = (ei) be a basis of E and f be an endomorphism of E . There exists a

unique endomorphism f∗ of E, called the adjoint of f such that

1. For all x, y ∈ E,

⟨f(x), y) = ⟨x, f∗(y)⟩.

2. One has

Mat(B, f∗) = Gram(ei)
−1
(
tMat(B, f)

)
Gram(ei)

In particular, f and f∗ have the same rank

3. If moreover B is orthonormal, we have

Mat(B, f∗) = tMat(B, f).

Proof. Let us denote G = Gram(ei) and A = Mat(B, f). We write the sought identity in terms of

matrice,s taking into account ⟨x, y⟩ = tXGY (12.2.6.1)

t(AX)GY = tXtAGY = tXGG−1tAGY = tXG(G−1tAG)Y

which allow to defines f∗ by the equality Mat(B, f∗) = G−1tAG. All the items follow immediately.

For instance, isometries f of E are isomorphisms such that f−1 = f∗. Usual properties of transposition

give the usual formulas (linearity of adjunction, (f ◦ g)∗ = g∗ ◦ f∗, Id∗ = Id. Note that, like in this

Euclidean case, f and f∗ are similar (5.5.0.3).



12.5. COMPARISON 161

12.5 Comparison

Starting with some endomorphism f of E, we would like to compare f∗ with f, f−1,−f . We would like

to understand when we have an equality between two of these morphisms, giving 6 case.

1. f∗ = f−1 or f is an isometry (see 12.6.2.3).

2. f∗ = f or f self-adjoint (see 12.6.3.1).

3. f∗ = −f or f skew-adjoint (see 12.6.5.1).

In all these case, f commutes with f∗.

12.6 Real Normal Endomorphisms

We want to give a nice form of normal real endomorphisms in a

suitable orthonormal basis. Let us recall (12.4.0.1) that the matrix

in an orthonormal basis of the adjoint of an endomorphism is its

transpose. Be aware, this is not true if the basis is not assumed to

be orthonormal.

Definition 12.6.0.1. An endomorphism f ∈ End(E) (resp. a matrix M ∈ Mn(C)) is normal if f ◦ f∗ =

f∗ ◦ f (resp. if MtM = tMM).

12.6.1 Reduction of Normal Real endomorphisms

Therefore, after the choice of some orthonormal basis, we will be in interested in normal matrices. This

problem relies on two statements :

1. The orthogonal of a stable subspace of a normal endomorphism f is stable by fand its restriction to

each of these spaces is normal (12.6.1.1). This wil allow to reduce to the dimension 2 case.

2. The computation of normal matrices in M2(R).

This illustrate, once again, that everything boils down to plane geometry!

The tool to reduce to dimension ≤ 2 is the behavior of orthogonals with respect to normal endomorphisms:

Proposition 12.6.1.1. Let M =


A C

0 B


 be a real block square matrix that commutes with its transpose.

Then, C = 0. In other words, the orthogonal of a space stable by a normal endomorphism is stable.



162 CHAPTER 12. EUCLIDEAN SPACES

Proof. The second point is an immediate consequence of the first by writing the (symmetric) matrix of u

in an orthonormal basis union of an orthonormal basis of the stable space in question and its orthogonal.

For the first point, the (1, 1) block of the zero matrix MtM− tMM is equal to CtC+AtA− tAA by direct

computation. Taking its trace, we get tr(CtC) =
∑
c2i,j = 0 and thus C = 0 (this is where the real nature

of the coefficients is used).

Proposition 12.6.1.2. Let u be an endomorphism of the Euclidean plane and M ∈ M2(R).

1. M commutes with its transpose if and only if it is either symmetric or of the form


a −b
b a


 = ρRθ

with a+ ib = ρ exp(iθ), ρ > 0.

2. M commutes with its transpose and is diagonalizable if and only if M is symmetric. In this case, it

is orthogonally diagonalizable.

3. u is either self-adjoint or a direct similarity. The direct and self-adjoint similarities of the Euclidean

plane are are the homotheties.

4. u is normal and diagonalizable if and only if it is self-adjoint; it is then diagonalizable in an or-

thonormal basis.

Proof. The last two items are just the base free translation of the first two by considering the matrix of

u in an orthonormal basis.

Thanks to (2.2.6.1), we already almost know everything except that a normal non symmetric matrix

M =


 a c

b d


 is of the form ρRθ and is not diagonalizable.

Finally, we must show that the direct similarity rRθ is diagonalizable only if it is symmetric. Its eigenval-

ues are r exp(±iθ), which are real only if θ mod π = 0, hence M = ±r Id which is indeed symmetric!

A straightforward induction joined with the propositions 12.6.1.1 and 12.6.1.2 yields

Theorem 12.6.1.3 (Reduction of Real Normal endomorphisms). Normal endomorphisms f are en-

domorphisms such that there exists an orthonormal basis, reals α1, . . . αp, ρ1 > 0, . . . , ρq > 0 and

θ1, . . . , θq ∈ R− πZ such that

Mat(f) =




α1

. . . 0

αp

ρ1 · Rθ1
. . .

ρq · Rθq



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The αi, ρj , (±θj mod 2π) are unique up to order4.

Proof. Let us prove the existence part by induction on dimension. The cases of dimension 1 and 2 are

known thanks to the previous result. We assume that the theorem is true up to dimension n and we

suppose that E is of dimension n + 1. According to the remark 8.2.0.2, f fixes a line or a plane F. In

this space, we know (12.6.1.2) find an orthonormal basis which will give the desired form for f |F. Then,

we know (12.6.1.1) that f preserves F⊥ with moreover f |F⊥ normal. We then just have to apply the

induction hypothesis.

For the existence, let us observe that the characteristic polynomial of the above matrix is

p∏
i=1

(T− αi)

q∏
j=1

(
(T− ρj exp(iθj)(T− ρj exp(−iθj)

)

and therefore defines uniquely αi, ρj , (θj mod π) up to order.

From a matrix viewpoint, this rewrites to say

Corollary 12.6.1.4. If M ∈ Mn(R) is normal, namely if it commutes with its transpose, there exists

reals α1, . . . αp, ρ1 > 0, . . . , ρq > 0, a matrix O such that

tOO = Id and O−1MO = tOMO =




α1

. . . 0

αp

ρ1 · Rθ1

0
. . .

ρq · Rθq




.

The αi, ρj , (±θj mod 2π) are unique up to order.

12.6.2 Reduction of Orthogonal Morphisms

We have the following easy characterization of orthogonal morphisms (check!).

Lemma 12.6.2.1. Let u be an endomorphism of E. The following properties are equivalent.

• u ∈ O(E) ;

4The ambiguity on the signe of θj is just due to orientation question of the relevant planes (see chapter 2).
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• for all x ∈ E, ∥u(x)∥ = ∥x∥ ;

• u ◦ u∗ = Id ;

• u∗ ◦ u = Id ;

• Mat(u,B) ·tMat(u,B) = I ;

• tMat(u,B) ·Mat(u,B) = I ;

• the columns of Mat(u,B) form an orthonormal basis ;

• the rows of Mat(u,B) form an orthonormal basis ;

• u transforms an orthonormal basis into an orthonormal basis.

Corollary 12.6.2.2. If u ∈ O(E), then detu = ±1 and thus SO(E) = det−1{1} ∩ O(E) is a normal

supbgroup.

From the lemma and the reduction theorem

Theorem 12.6.2.3 (Reduction of Real Isometries). The isometries of an Euclidean space are the endo-

morphisms whose matrix in a suitable orthonormal basis is block diagonal of the form



Idp

− Idm

Rθ1

. . .

Rθq




.

with p,m ∈ N and θ1, . . . , θq ∈ R− πZ. Moreover the θi mod 2π’s are uniquely determined up to order.

Proof. With the notations from theorem 12.6.1.3 of the reduction of normal endomorphisms, it suffices

to observe that the condition of preserving the norm is equivalent to αi = ±1 and ρi = 1.

Remark(s) 12.6.2.4. If E is of odd dimension, the orthogonal matrices as above satisfy m even so that

− Idm = diagm/2(Rπ) and n odd so that Idp = diag(1,diag(p−1)/2(R0)). Thus, the matrix of a positive

isometry in odd dimension is of the form diag(1,diagRθ̃i) with θ̃i real, generalizing the usual form in
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three-dimensional Euclidean space. Similarly, in even dimension, it is of the form diagRθ̃i , hence without

necessarily an invariant ’axis’ as in odd dimension.

Corollary 12.6.2.5. The continuous exp : An(R) → SOn(R) is surjective, where An(R) denotes the

set of skew-symmetric matrices. In particular, SOn(R) is path-connected.

Proof. If A is skew-symmetric, then

t(exp(A)) = exp(tA) = exp(−A) = (exp(A))−1,

thus exp(A) ∈ On(R). Because tr(A) = tr(tA) = − tr(A), one has moreover tr(A) = 0. Therefore,

det(exp(A)) = exp(trA) = 1 proving exp(An(R)) ⊂ SOn(R).

Because exp(O−1AO) = O−1 exp(A)O, the reduction theorem (12.6.2.3) shows that the surjectivity

statement is equivalent to prove that for any θ ∈ R, one has Rθ ∈ exp(A2(R)). Once again we are

reduced to the dimension 2 statement.

Let J̃ =


 0 −1

1 0


 . We have J̃2 = −I and therefore

exp(θJ̃) =
∑

k≥0

(−1)k
θ2k

k!
Id+

∑

k≥0

(−1)k
θ2k+1

k!
J̃ = cos(θ) · Id+ sin(θ) · J̃ = Rθ.

Remark(s) 12.6.2.6. The previous theorem is a generalization of the usual reduction of rotations in

an Euclidean 3-space : for any rotation r, there exists an orthonormal basis such where its matrix is

diag(1,Rθ) where θ mod frm−eπ is defined up to sign and is characterized by tr(r) = 1 + 2 cos(θ).

Like in the plane situation, to get a well-defined θ mod frm−eπ, we need some orientation. If r = Id,

there is no ambiguity. Assume further that E is oriented (2.2.3.1) and r ̸= Id. In this case, the axis

Ker(r − Id) is a line. We orient this axis by (arbitrary) changing one of its two unit vector as the first

vector e1 of our basis. Then, there is a unique orientation of the orthogonal plane e⊥1 compatible with the

chosen orientation of E. The restriction of r to this invariant plane is Rθ where θ mod 2π is well-defined

(2.2.4).

12.6.3 Application to Real Self-adjoint endomorphisms
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Theorem 12.6.3.1 (Self-adjoint endomorphisms Reduction: The Spectral theorem). The self-adjoint

endomorphisms of a Euclidean space are the endomorphisms whose matrix in a suitable orthonormal basis

is diagonal. Matricially, real symmetric matrices M are the orthogonally diagonalizable matrices: there

exists an orthogonal matrix O and a real diagonal matrix ∆ such that tOO = Id and O−1MO = tOMO =

∆.

Proof. As u is normal, we can apply theorem 12.6.1.3 and reduce to showing that a real symmetric matrix

of the form 


α1

. . . 0

αp

ρ1 · Rθ1

0
. . .

ρq · Rθq




with α1, . . . αp, ρ1 > 0, . . . , ρq > 0 and θ1, . . . , θq ∈ R− πZ is diagonal. But in this case, m = 0 because

the similarity matrices ρiRθi are not symmetric since θi ∈ R− πZ.

Remark(s) 12.6.3.2. Let us emphasize that complex symmetric matrices are generally not diagonaliz-

able, even over C. For example,


1 i

i −1


 is symmetric and nilpotent!

We define (compare with chapter 19)

Definition 12.6.3.3. Let S be symmetric real matrix. We define the associated symmetric bilinear form

of S on Rn = Mn,1(R) by the formula ⟨X,Y⟩S = tXSY. We say that S is positive definite this form is a

scalar product and therefore X 7→
√

⟨X,X⟩S = ∥X∥S is a norm.

Corollary 12.6.3.4. A symmetric real matrix S is positive definite if and only if its eigenvalues are > 0.

Proof. Let us write S = O−1∆O = tO∆O with δ = diag(λi). Then, for any X ∈ Rn

⟨X,X⟩S = tXSX = tXtO∆OX =
∑

i

λiξ
2
i
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where t(ξi) = OX

Assume λi > 0 for all i. Then, ⟨X,X⟩S ≥ inf(λi)
∑
ξ2i ≥ 0 and ⟨X,X⟩S = 0 only if

∑
ξ2i = 0, that is to

say of OX = 0 and therefore X = 0 because O is invertible being orthogonal.

Conversely, assume that S is positive definite and define Xi = O−1ei. Then, ⟨Xi,Xi⟩S = λi > 0.

Notice that another way to understand the proof is that the bilinear form is simply given by the formula
∑
λiξ

2
i in the coordinates ξi of an orthonormal basis of eigenvectors of S.

Exercise(s) 12.6.3.5. Let A,B two positive symmetric matrices. Prove 0 ≤ tr(AB) ≤ tr(A) tr(B).

Corollary 12.6.3.6 (Simultaneous Reduction). Let S,S′ ∈ Mn(R) be two real symmetric matrices with

S positive definite. Then, there exists an invertible matrix Π ∈ GLn(R) and a diagonal matrix ∆ ∈
Diagn(R) such that

tΠSΠ = Id and tΠS′Π = ∆.

Proof. We define an Euclidean structure Choose an orthonormal basis of Rn for the Euclidean form qS.

If P is the matrix changing its coordinates, we have tPSP = Id. According to the theorem of reduction

12.6.3.1 applied to the symmetric matrix tPS′P, hence defining a normal endomorphism for the canonical

scalar product of Rn, there exists O ∈ On(R) such that

tOtPSPO = ∆ and hence tOO = Id .

It suffices to define Π = PO.

Remark(s) 12.6.3.7. Note, ∆ has nothing to do with the eigenvalues of S′!.

Exercise(s) 12.6.3.8. Let S1,S2 be symmetric positive definite matrices.

1. Prove det(Id+S1) ≤ 1 + det(S1).

2. Prove det(S1 + S2) ≤ det(S1) + det(S2).

3. Generalize the precedent inequality if S1,S2 are only assumed to be symmetric positive.

12.6.4 Ellipsoid

Let us give a useful consequence of 12.6.3.4.

Definition 12.6.4.1. Let S be a positive definitive of Mn(R). The ellipsoid associated to S is the (convex

compact) unit ball ES = {X ∈ Rn|∥X∥S ≤ 1}. The (orthogonal) lines generated by the eigenvalues of S

are called the axis5of ES.
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.

Lemma 12.6.4.2. Let ES = {X ∈ Rn, tXSX ≤ 1} where S ∈ S++
n (R). Then volES = µ(S) volEI > 0

where µ : S ∈ S++
n (R) 7→ (det S)−1/2 wher vol is the Euclidean volume (defined by the Lebesgue measure

for instance).

Proof. Let us first observe that volEId > 0 because its interior in nonempty. Then according to the

reduction theorem, there exists O ∈ On(R) such that tOSO = D is a diagonal matrix whose diagonal

coefficients λ1, . . . , λn are all strictly positive. Consider D′ the diagonal matrix whose diagonal terms are

1/
√
λj , and denote R = OD′O−1, which is invertible and symmetric. Therefore, we have RSR = Idn.

Moreover

ES = {X ∈ Rn, tXR−2X ≤ 1} = {X ∈ Rn, t(R−1X)(R−1X) ≤ 1} = {X ∈ Rn, R−1(X) ∈ EId} = R(EId) .

By the change of variables formula, we obtain the desired result:

volES = detRvolEId = µ(S) volEId .

Remark(s) 12.6.4.3. Notice that EId is the standard Euclidean ball. The interested reader will easily

prove the well-known volume formula volEId = πn/2

Γ(n
2 +1)

where Γ is the Euler Γ function (exercise).

12.6.5 Application to Real Skew-adjoint Endomorphisms

Theorem 12.6.5.1 (Skew-adjoint morphisms Reduction). The skew-adjoint endomorphisms of an Eu-

clidean space are the endomorphisms u whose matrix in a suitable orthonormal basis is block diagonal

where the non-zero blocks are of the form r


0 −1

1 0


 , r ∈ R∗. Moreover, the scaling coefficients r are

uniquely defined up to order.

5O course, this notion is really meaningful only when all the eigenvalues are distinct
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Proof. Proceed as in the self-adjoint case by observing that the matrix



α1

. . . 0

αp

ρ1 · Rθ1

0
. . .

ρq · Rθq




is skew-symmetric if and only if αi = 0 and θj = ±π/2. The uniqueness follows from the computation of

the characteristic polynomial χu as in the normal case.

12.7 Additional Exercises

Exercise(s) 12.7.0.1. Let M in Mn(R) and ρ(tMM) be the largest eigenvalue of tMM. Prove

|||M||| def= sup
X̸=0

∥MX∥
∥X∥ =

√
ρ(tMM).

Exercise(s) 12.7.0.2. Let S ∈ Mn(R) be a (real) symmetric matrix. We denote by

λ1 = λ1(S) ≤ λ2 = λ2(S) ≤ · · · ≤ λn = λn(S)

its eigenvalues and vi a corresponding orthonormal eigenvector basis (for the canonical symmetric inner

product on Rn). Let S = {x ∈ Rn | txx = 1} be the unit sphere.

1. Show the equality λn = maxx∈S
txSx.

2. Show the inequality infdim(F)=kmaxx∈S∩F
txSx ≤ λk.

3. Show the equality mindim(F)=kmaxx∈S∩F
txSx = λk. [You may consider F ∩ Span{vk, · · · , vn} for

dim(F) = k].

4. Show the equality maxdim(F)=n−k+1 minx∈S∩F
txSx = λk [Consider −S].

These last two equalities are called the Courant–Fischer–Weyl min-max or max-min principle.

5. Let F,F′,F′′ be three subspaces of Rn. Show that if the sum of their dimensions is > 2n, then

dim(F ∩ F′ ∩ F′′) > 0.

6. Let S′ be another symmetric matrix. Let i, j ≥ 1 such that i + j = n + k. Show the inequality

λi(S)+λj(S
′) ≥ λk(S+S′). [Use the min-max / max-min characterization and the previous question].

7. If i, j ≥ 1 such that i+ j = 1 + k, show the inequality λi(S) + λj(S
′) ≤ λk(S + S′).

The two last inequalities are called Weyl inequalities.
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8. Show the inequality λ1(S− S′) ≤ λk(S)− λk(S
′) ≤ λn(S− S′).

9. Deduce that the functions S 7→ λk(S) are 1-Lipschitz, with the space of symmetric matrices equipped

with the operator norm.

Exercise(s) 12.7.0.3. Let A ∈ Mn(R) be a symmetric matrix with eigenvalues α1 ≤ · · · ≤ αn and

P ∈ Mm,n the matrix of an orthognal projection onto a subspace of dimension m. Let B be the induced

matrix B = PAtP with eigenvalues β1 ≤ · · · ≤ βj ≤ · · · ≤ βm. Using the results of (12.7.0.2), prove the

Cauchy interlacing theorem states: for all j ≤ m, αj ≤ βj ≤ αn−m+j.

Exercise(s) 12.7.0.4. Compute the dimension of the space of symmetric matrices in Mn(R). Deduce

that the maximal dimension of a linear subspace Mn(R) whose all matrices are nilpotent is n(n−1)
2

Exercise(s) 12.7.0.5. Let M =


A B

tB C


 be a symmetric positive definite matrix (B ∈ Mp,q(R) is

eventually rectangular). We want to prove det(M) ≤ det(A) det(B) with equality if and only if B = 0.

1. Prove that A,B are positive definite and det(M) > 0.

2. Assume that A = Idp, B = Idq and let N = M− Idp+q. Prove that if λ is an eigenvalue of N, so is

N and that the corresponding eigenspaces have the same dimension. Deduce the required statement

in this case.

3. Prove the required statement in the general case.

Exercise(s) 12.7.0.6. Let S1,S2 be positive definite symmetric matrices and real α1, α2 ≥ 0 such that

α1 + α2 = 1. After justifying the existence of the integral, prove the formula∫
Rn

exp(−⟨x, x⟩S) dx =

(
π

det(S)

)n
2

Using Hölder inequality, prove det(α1S1+α2S2) ≥ det(S1)
α1 det(S2)

α2 with equality if and only if α1α2 =

0. Can you generalize if the matrices are only symmetric.

Exercise(s) 12.7.0.7. Let λi be a strict increasing sequence of positive real numbers. We recall that the

Stone-Weierstrass theorem implies that real polynomial functions are dense in (E, ∥·∥2) = L2([0, 1],dλ,R)

where dΛ is the Lebesque measure. Let Πn = Span(tλ0 , · · · , tλn) ⊂ E and q any non negative integer.

1. Prove that d(tq,Πn)2 = D(q,λ0,...,λn)
D(λ0,...,λn)

where D(a1 . . . , an) = det( 1
1+ai+aj

) is the Cauchy determinant

of the positive numbers a1, . . . , an .

2. Prove that
∏n
i=1

∏n
j=1(ai + bj)D(a1, . . . , an) is a polynomial in a1, . . . , an.

3. Prove the formula D(a1, . . . , an) =

∏
i>j

(ai − aj)
2∏n

i,j=1
(ai + aj + 1)

.

4. Prove
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For all q ∈ N, limn d(t
q,Πn)

2 = 0 if and only if
∑

1
λi

= ∞.

What density theorem do we have we proved (L2-Müntz theorem)?

For more advanced versions, see [28] or [1]

Exercise(s) 12.7.0.8. projection convexe fermé Hilbert. TBD.

Exercise(s) 12.7.0.9. QR rectangle. TBD.

Exercise(s) 12.7.0.10. Let M ∈ GLn(R). Prove by induction on n, that there exists Housholder matri-

ces Hui
∈ Mn−i+1(R) (cf. 12.2.3.4) such that HnHn−1 . . .H1M is upper triangular with positive diagonal

coefficients and Hi = diag(Idi−1,Hn−i+1). Write a corresponding SAGE code and look at its numerical

stability. Write a SAGE code for the QR decomposition using Gram-Schmidt algorithm (12.2.5.2) and

experimentally compare these two algorithms in terms of speed and numerical stability.

Exercise(s) 12.7.0.11. Let S be the the sphere of unit vector in the Euclidean space R3. By path from

a to b we mean any piecewise C1 map from a compact interval I to R3 with image in the sphere starting

from a and finishing to b. Recall that the length of γ is ℓ(γ) =
∫
I
∥γ′∥. We fix two such points and we

chose coordinates to have a = (0, 0, 1) (the north pole) and b = (sinβ, 0, cosβ) where β ∈ [0, π].

1. γ is defined (spherical coordinates) by

t ∈7→ (sin θ(t) cosφ(t), sin θ(t) sinφ(t), cos θ(t))

with θ(t) ∈ [0, π], φ(t) ∈ [0, 2π]. Prove that ℓ(γ) ≥
∫√

(θ′(t))2 ≥ β = arccos ⟨a, b⟩. What can be said

in case of equality ?

2. Prove that ℓ(γ) = 0 if and only if γ is constant.

5Namely continous, differentiable at all but a finite number points where the derivative is never vanishing and has finite

right and left limits.
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3. If γ is non injective, prove that there exists a path γ from a to b such that ℓ(γ) ≥ ℓ(γ).

4. Prove that ℓ(γ) ≥ arccos ⟨a, b⟩ with equality if and only if γ is a an injective parametrization of a

some arc of great circle joining a and b.

5. Can we release the non vanishing hypothesis of the derivatives ?

6. How to generalize to higher dimensional spheres?



Chapter 13

Euclidean Geometry

Postula II.5 of Euclid’s

Elements1

13.1 Perspective

We focus our attention to the properties of the orthogonal group and its links

with properties of the general linear group.

1If a straight line be cut into equal and unequal segments, the rectangle contained by the unequal segments of the whole

together with the square on the straight line between the points of section is equal to the square on the half. from a papyrus

around 75 A.D.founded in Oxyrhynchus, Egypt
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13.2 Topological Properties of the Orthogonal Group

Proposition 13.2.0.1. The group O(E) is compact and has exactly two connected components that are

homeomorphic: SO(E) and O(E)− = O(E) \ SO(E) = {u ∈ SO(E)|det(u) = −1}.

Proof. Consider the map f : M ∈ Mn(R) 7→t MM. We have On(R) = f−1(In), therefore On(R) is

closed in Mn(R). To show that O(n) is bounded, consider the norm induced by tr(tMM). We have

On(R) ⊆ ⟨0,√n), proving compactness.

We know that SO(E) is path-connected (12.6.2.5). Moreover, because det is continuous, we have a

partition

O(E) = SO(E) ⊔O−(E)

in two closed sets. If s is any element of O−(E), the multiplication by s induces an homeorphism

SO(E) ≃ O(E) showing that these closed sets are moreover connected.

13.3 Study of S++
n

We denote Sn (resp. S++
n ) as the set of real symmetric matrices (resp. positive definite).

Lemma 13.3.0.1. The spaces S++
n and S+n are convex and therefore are path connected).

Proof. We handle the case of S++
n . Let S0,S1 ∈ S++

n . We denote, for s ∈ [0, 1], Ss = (1− s)S0 + sS1. We

have Ss ∈ Sn, and, for all X ∈ Rn \ {0},

tXSsX = (1− s)(tXS0X) + s(tXS1X) > 0 .

Proposition 13.3.0.2. The volume application S ∈ S++
n 7→ volES is strictly convex.

Proof. By 12.6.4, we have to prove that S 7→ µ(S) = (det S)−1/2 is strictly convex. Let S0,S1 ∈ S++
n

be distinct. We denote, for s ∈ [0, 1], Ss = (1 − s)S0 + sS1. According to the reduction theorem, there

exists P ∈ GLn(R) such that tPS0P = In and tPS1P = D is a diagonal matrix with diagonal coefficients

λ1, . . . , λn. If D = In then we would have tPS0P = tPS1P and S0 = S1, which contradicts the assumption.

Therefore, D ̸= In, and we can assume λ1 ̸= 1.

Thus,

det Ss =
1

det2 P
det(tPSsP) =

1

det2 P
det((1− s)In + sD) =

1

det2 P

∏
[(1− s) + sλj ] .
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Let Aj(s) = (1− s) + sλj and u(s) = µ(Ss)/|detP|. This application is differentiable, and

u′(s) =
n∑

j=1

−1

2

λj − 1

Aj(s)3/2
1∏

i ̸=j Ai(s)
1/2

=
−1

2
u(s)

n∑

j=1

λj − 1

Aj(s)

and

u′′(s) =
1

4
u(s)




n∑

j=1

λj − 1

Aj(s)




2

+
1

2
u(s)

n∑

j=1

(
λj − 1

Aj(s)

)2

≥ 1

2
u(s)

(
λ1 − 1

A1(s)

)2

> 0 .

Exercise(s) 13.3.0.3. Give another proof of the proposition using the strict concavity of the logarithm.

Compare also with (12.7.0.6).

Proposition 13.3.0.4. The application exp : Sn → S++
n is a homeomorphism compatible with the

transposition.

Proof. The application exp is continuous, and if M ∈ Sn, then there exists O ∈ O(n) such that O−1MO

is diagonal. We deduce that expM = O(expO−1MO)O−1 ∈ S++
n . Conversely, if M ∈ S++

n , there exists

O ∈ O(n) such that O−1MO is diagonal with strictly positive eigenvalues (12.6.3.1). We can then consider

the diagonal matrix N formed by the logarithms of the eigenvalues of M. We have ONO−1 ∈ Sn and

exp(ONO−1) = M.

It remains to see that the map is injective (with a continuous inverse). First, the theorem of reduction

allows us to diagonalize a matrix M ∈ Sn. In this form, expM is also diagonal and M and expM have

the same decomposition into eigenspaces, and the eigenvalues are linked via the numerical exponential.

Therefore, if expM = expN, the decomposition into eigenspaces allows us to conclude that M = N.

Finally, to see that the inverse application is continuous, it suffices to show that exp is proper. For

this, we equip Sn with the Euclidean norm ∥M∥ =
√
tr(tMM). This norm is obviously invariant under

conjugation through conjugation by orthogonal matrices. But, again, real symmetric matrices are or-

thogonally diagonalizable (12.6.3.1) and therefore ∥M∥2 = trM2 is nothing but the sum of the squares of

the eigenvalues of M. Consequently, if expM stays within a compact set of S++
n , the eigenvalues of expM

remain within a compact set of R∗
+, thus the eigenvalues remain within a compact set of R, and it follows

that M also remains within a compact set of Sn. Hence, we deduce that exp is continuous, proper, and

injective, thus a homeomorphism onto its image.

The last item is just rewriting the formula t(exp(S)) = exp(tS).

Corollary 13.3.0.5. The map Sq : S++
n → S++

n defined by Sq(S) = S2 is a homeomorphism whose

inverse is denoted by S 7→
√
S. Moreover

√
tS =t

√
S.
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Proof. Thanks to the preceding result, we can identify Sq to the double map S 7→ 2S of Sn which is

obviously an homeomorphism compatible with the transposition.

13.4 Loewner Ellipsoid

Karel Loewner

Theorem 13.4.0.1 (Loewner’s Theorem). If K is a compact subset of Rn whose interior contains the

origin O, then there exists a unique S ∈ S++ such ES is the ellipsoid (with center O) of minimal volume

containing K.

Remark(s) 13.4.0.2. From this, one can formally deduce by polar duality (cf. (16.6.0.5) the John’s

theorem which asserts the existence of an ellipsoid of maximal volume contained within K. Notice also

that the Loewner ellipsoid heavily depends on the interior point O as shown by the example of a plain

square as illustrated below.

Before demonstrating the theorem, we establish some lemmas.

We can now proceed to the demonstration of the Loewner ellipsoid theorem.

Proof. By assumption, there exist ρ1, ρ2 > 0 such that ⟨0, ρ1) ⊆ K ⊆ ⟨0, ρ2).

Consider

C = {S ∈ S++
n ,K ⊆ ES and vol(ES) ≤ vol(⟨0, ρ2))}.
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On va donc naturellement chercher à minimiser µ sur l’ensemble, dont on va montrer qu’il est compact convexe

C =

{
S ∈ S++

n (R)/K ⊆ BS et µ
(
I

r2

)
≤ µ(S) ≤ µ

(
I

R2

)}

C est borné

B̄(0, r) ⊆ BS ⇒ ∀x de norme r, ‖
√
Sx‖ ≤ 1

⇒ ∀x de norme r, r
∥∥∥∥
√
S
x

‖x‖

∥∥∥∥ ≤ 1

⇒ |||
√
S ||| ≤ r−1

C est convexe
Soient S,R ∈ C. Notons M = tS + (1 − t)R. M ∈ S++

n (R) par convexité de ce dernier. Par convexité de µ,
µ(M) ≤ µ

(
I/R2

)
. K est alors évidemment inclus dans BM et donc µ

(
I/r2

)
≤ µ(M).

C est fermé
C’est évident (attention, une suite de matrices symétriques définies positives ne converge pas forcément vers une
matrice définie ; c’est le cas ici avec la condition sur µ(S)).

µ est donc convexe sur un compact convexe, elle possède donc un unique minimum.

On pourrait se placer dans le cas d’un espace affine (de dimension finie) et supposer simplement que K est d’in-
térieur non-vide. Il suffirait alors de vectorialiser notre espace en un point de K̊ pour appliquer le théorème. Ceci
dit, la prétendue unicité de l’ellipsoïde de JOHN-LOEWNER est alors sujette à caution, car elle dépend fortement
de l’origine de l’espace vectorielle considéré. A méditer. . .

3

Loewner ellipsoids

is convex (as the volume application is convex (cf. also 12.6.3.6). 13.3.0.2)), non-empty (as ρ−1
2 Id ∈ C).

Let’s show that C is compact. The closure of C in Sn is evident since: indeed, to say

S ∈ S++
n and vol(ES) ≤ vol(⟨0, ρ2)),

is to say

S ∈ S+n and
√

det(S) ≥ ρ−n2

which are closed conditions in Sn. Furthermore, if x of norm 1, ρ1Sx ∈ ES i.e. qS(x) ≤ ρ−2
1 thus S is

bounded which gives compactness. By continuity the volume application reaches a minimum at at least

one point. By strict convexity, this point is unique.

13.5 Compact subgroups of GLn(R)

Proposition 13.5.0.1. SOn(R) (resp. On(R)) is a maximal compact subgroup of SLn(R) (resp. of

GLn(R)).

Proof. Let G ⊂ SLn(R) be a compact subgroup that contains SOn(R), and let g ∈ G \ SOn(R). We

have g = OS where O ∈ SOn(R) since det g > 0 and S ̸= I since g ̸∈ SOn(R). Therefore, S ∈ G. But if v

is an eigenvector associated with an eigenvalue λ of S different from 1, then Log ∥Snx∥ tends to infinity,

which contradicts the compactness of G.

We show that we can improve this result as follows.
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Theorem 13.5.0.2. A compact subgroup G of GLn(R) is conjugate to a subgroup of On(R).

Proof. First note that if E is an ellipsoid and if M ∈ GLn(R), then ME is also an ellipsoid. Indeed, if

E = {tXSX = 1} with S ∈ S++
n , then

ME = {t(M−1X)SM−1X = 1} = {tX(tM−1SM−1)X = 1}

And tM−1SM−1 is also positive definite since it is just a change of variables, so ME is also an ellipsoid.

Let B be the closed unit ball in Rn. Denote K = ∪g∈Gg(B). Then K is compact since G and B are

compact, K is invariant by definition, and 0 is an interior point of K since K contains I(B) = B. According

to Loewner’s theorem, there exists a unique ellipsoid ES that contains K with minimal volume.

Since G is compact, for every g ∈ G, |det g| = 1. Therefore, vol g(ES) = volES, and as K = g(K) ⊂ g(ES),

we obtain g(ES) = ES. Thus, ES is invariant under G. Let T be a square root of S−1. Then ES = T(B),

and TGT−1 ⊂ On(R).

Remark(s) 13.5.0.3. It is easy to see that O2(C) is not compact, hence neither is On(C).

13.6 Polar Decomposition.

Theorem 13.6.0.1. The map Φ : O(n)×S++
n → GLn(R) defined by Φ(O,S) = OS is a homeomorphism

of inverse Ψ : M 7→ Ψ(M) = (M(
√
tMM)−1,

√
tMM).

Proof. One has t
√
tMM =

√
t(tMM) =

√
tMM and therefore

(M(
√
tMM)−1)t(M(

√
tMM)−1) = M(

√
tMM)−1(

√
tMM)−1tM = M(tMM)−1tM = MM−1(tM)−1tM = Id

proving M(
√
tMM)−1 ∈ On(R) and ψ(M) ∈ S++

n → GLn(R).

From this, we deduce some results.

Proposition 13.6.0.2. GLn(R) has exactly two connected components.
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Proof. By polar decomposition, we have a partition of GLn(R) in two closed subset

GLn(R) ≈ On(R)× S++
n = (SOn(R)× S++

n ) ∪ (O−
n (R)× S++

n )

each one being connected by (12.6.2.5) and 13.3.0.4 for instance.

Exercise(s) 13.6.0.3. Let D(t) be the dilation Id+(t − 1)E1,1. Show that the map (t,M) 7→ D(t)M is

a homeomorphism from R∗ × SLn(R) onto GLn(R). Using Gaussian elimination, show that SLn(R)

is generated by products of at most n2 transvections. Conclude that SLn(R) is connected and then that

GLn(R) has two connected components. What happens over C ?

Proposition 13.6.0.4. The spaces GLn(R) and SLn(R) are respectively homeomorphic to On(R) ×
R

n(n+1)
2 and SOn(R)×R

n(n−1)
2 .

Proof. The application exp : Sn → S++
n is a homeomorphism and Sn ≈ R

n(n+1)
2 , thus

GLn(R) ≈ On(R)× S++
n ≈ On(R)×R

n(n+1)
2 .

Similarly, SLn(R) ≈ SOn(R) × (S++
n ∩ SLn(R)) and the map exp : Sn ∩ tr−1{0} → S++

n ∩ SLn(R) is a

homeomorphism.

13.7 Algebraic Properties of On(R)

Definition 13.7.0.1. Let us recall than an isometry whose fixed point subspace H is of dimension n− 1

is called a reflection: it is the orthogonal symmetry with respect to H. A rotation whose orthogonaly

conjugate to diag(−1,−1, 1, · · · , 1) is called a inversion.

Theorem 13.7.0.2. O(E) is generated by reflections. More precisely, if u ∈ O(E), then u is the product

of at most dimE− dimKer (Id−u) reflections.

Proof. We first observe that the product of 2 reflections in R2 with respect to lines e1 and e2 is a rotation

by twice the angle between e1 and e2. Therefore, if we write the reduced form of u, each block Rθ accounts

for two reflections, while each (−1) counts as one.

Exercise(s) 13.7.0.3. Show that SO(E) is generated by inversions.
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Let us recall that the center Z(G) of a group is the (commutative normal) subgroup consisting of elements

commuting with all elements of G.

Theorem 13.7.0.4. Z(O(E)) = {± Id} and, Z(SO(E)) = {Id} if dimE is odd, Z(SO(E)) = {± Id} if

dimE is even and dimE ≥ 4, and Z(SO(E)) = SO(E) if dimE = 2.

Proof. Let x be of norm 1. Complete it to an orthonormal basis. The symmetry with respect to x is

written

Mat(sx,B) =


 1 0

0 −I


 .

If u ∈ O(E), then usxu
−1 = su(x), so if u ∈ Z(O(E)), then sx = su(x), hence there exists λx ∈ R such

that u(x) = λxx. Since u ∈ O(E), we have λx = ±1. This implies that u is a homothety of ratio λ = ±1.

Indeed, for x, y independent,

u(x+ y) = λx+yx+ λx+yy = λxx+ λyy.

Regarding the center of SO(E), we reason in the same way.

Theorem 13.7.0.5. 1. D(O(E)) = SO(E).

2. D(SO(E)) = SO(E) if dimE ≥ 3 and D(SO(E)) = {Id} if dimE = 2.

and,

Proof. If u, v ∈ O(E) then detuvu−1v−1 = 1, thus D(O(E)) ⊂ SO(E). Moreover, even products of

reflections generate SO(E). Let’s show that products of two reflections are commutators: let x, y be unit

vectors. There exists u ∈ O(E) such that u(x) = y. We have sy = su(x) = u ◦ sx ◦ u−1, therefore

sx ◦ sy = sx ◦ u ◦ sx ◦ u−1 = sx ◦ u ◦ s−1
x ◦ u−1 .

Theorem 13.7.0.6. SO(E) is simple if dimE = 3 (compare with (13.9.0.2) and (14.3.4.1).

Proof. Let G be a non-trivial normal subgroup of SO(E). To show that G = SO(E), it suffices to show

that G contains a half-turn (angle π rotation). At that point, we will know it contains all by conjugation,

and thus that G = SO(E).

If θ = π, then we are done.
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Let g ∈ G be non-trivial. As g ∈ SO(E), it is a rotation about axis x and angle θ ∈]0, π[. If θ ∈]0, π/2[,
let N be the first positive integer such that Nθ ≥ π/2. Then, Nθ ∈ [π/2, π[ and cos(Nθ) ≤ 0. Changing

g to gN, one can assume −1 < cos(θ) ≤ 0.

Observe that, for v ∈ SO(E), we have vgv−1g−1 ∈ G. In particular, if v = sy, where y ∈ E \ {0}, then

sygsyg
−1 = sy ◦ sg(y) ∈ G.

If y and g(y) are orthogonal, then sy ◦sg(y) would be a half-turn. To see this, just consider an orthonormal

basis containing y and g(y).

To conclude, we therefore look for y ̸= 0 such that g(y) ⊥ y. Let (x, e2, e3) be an orthonormal basis. We

have

Mat(g) =




1 0 0

0 cos θ − sin θ

0 sin θ cos θ




thus if y = y1x+ y2e2 + y3e3, we seek to solve

y21 + y2(y2 cos θ − y3 sin θ) + y3(y2 sin θ + y3 cos θ) = 0 ,

which means

y21 + (y22 + y23) cos θ = 0 .

Thus, a solution exists because cos(θ) ≤ 0.

13.8 Euclidean Similitude

Euclidean similitudes, or similitudes for short, are endomorphisms u such that there exists a scalar

λ = λ(u) ∈ R∗ (the similitude ration) such that ⟨u(x), u(y)⟩ = λ · ⟨x, y⟩ (compare with 22.5.0.1). Observe

that necessarely λ(u) > 0.

Matrix-wise, if B is an orthonormal basis of E, we obtain the following identity:

tMat(u,B)Mat(u,B) = λ Id .

Thus, det2 u = λn. In particular, if u ∈ O(E) and λ > 0, then λ2/n > 0 and the similitude ratio of λ2/nu

is λ.

In particular, we have the exact sequence

1 → O(E) → GO(E) → R∗+ → 1.

We have the following characterization of Euclidean similarities.

Proposition 13.8.0.1. Let u ∈ GL(E). Then, u is a similitude if and only if u preserves orthogonality,

that is

∀x, y ∈ E, x ⊥ y ⇐⇒ u(x) ⊥ u(y) .
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Proof. It is straightforward to verify that an Euclidean similitude preserves orthogonality. Conversely,

consider an orthonormal basis B = (e1, . . . , en) of E. Let εi = u(ei), i = 1, . . . , n, which an orthogonal

basis by assumption.

Let λi = ∥εi∥. It suffices to show that λi is independent of i to conclude that u is a similitude. For i ̸= j,

the vectors ei + ej and ei − ej are orthogonal. Consequently, u(ei + ej) = εi + εj and u(ei − ej) = εi − εj

are also orthogonal and, evaluating their scalar product, we deduce

0 = ⟨εi + εj , εi − εj⟩ = ∥εi∥2 − ∥εi∥2 = λ2i − λ2j .

13.9 Additional Exercises

Exercise(s) 13.9.0.1. Let E be an Euclidean space and recall the definition of the norm operator |||u||| def=
∑
x̸=0

∥u(x)∥
∥x∥ for u ∈ End(E). A point x of a convex set C is called extremal if it cannot be written as the

midpoint of two distinct points of this convex set. Define B = {u ∈ End(E), |||u||| ≤ 1} and G = SO(n)

for simplicity. We seek to show that G is the set of extremal point ext(B). of B

1. Show by contradiction that every isometry u is extremal in B.

Let us prove the reverse inclusion by contradiction. Let u ∈ B such that u /∈ G, and let B be an

orthonormal basis of E. By the polar decomposition, we can write Mat(B, u) = QS with Q ∈ On(R)

and S ∈ S++
n (R).

2. What can be said about the eigenvalues of S?

3. Write S as the average of two other well-chosen symmetric matrices and conclude.

Exercise(s) 13.9.0.2. Let n ≥ 5, and let N be a normal subgroup of SOn(R) strictly containing

Z(SOn(R)). We aim to prove Z = SOn(R) : in other words, like SO3(R), the group PSOn(R) =

SOn(R)/Z(SOn(R)) is simple if n ≥ 5 (compare with(13.7.0.6) and (14.3.4.1).

1. Let U be a vector subspace of dimension 3 of Rn. Define an embedding ιU : O(U) ↪→ On(R)

preserving the determinant.

2. Show that it is sufficient to find an element of N different from the identity whose fixed-point space

has dimension ≥ n− 3. Explain why the sought element is then of the form s = τbτc with τb, τc two

orthogonal reflections.

3. Let b ∈ E. Explain why it would be tempting to consider s = ρτbρ
−1τ−1

b with ρ ∈ N and c = ρ(b) but

not conclusive.

4. Consider a ∈ E and let σ = τaτb. Decsribe the geometric nature of s = ρσρ−1σ−1? Show that it is

sufficient to find a ρ ∈ N different from ±Id having a fixed point.
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5. Let v ∈ N different from ±Id and u an inversion with P equal to the plane Ker(u − Id). Show that

ρ = vuv−1u−1 fixes P⊥ ∩ v(P)⊥. Conclude.

6. Can you give a simpler proof of the last item in the odd dimension case?

Exercise(s) 13.9.0.3. TBD If C is a convex subset of E, we define its polar dual C∗ = {x ∈ E|∀c ∈
C, ⟨x, c⟩ ≤ 1}.

Exercise(s) 13.9.0.4. TBD Simplicité SO3(R) et Iwasawa.

Exercise(s) 13.9.0.5. SO3(Q) n’est pas simple (regarder les rotations de la forme Id+2nM avec M à

coeffs dans Z(2)).
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Chapter 14

Quaternion Algebra and Euclidean

Geometry in dimension ≤ 4

William Hamilton Arthur Cayley

14.1 Perspective

Although it would has been possible to avoid the use of quaternions, we intro-

duce this important notion to give a geometrical study of orthogonal groups of

small dimension.

14.2 Construction

Let H be the real vector subsace of M2(C) of matrices of the following form

185
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q(a, b) =


a −b
b a


 , a, b ∈ C

Writing a = t+ itJ, b = tI + itK, t, ti ∈ R we get

q = t1+tI I+tJ J+tK K

with

1 = Id, I =


0 −1

1 0


 , J =


i 0

0 −i


 , K =


0 i

i 0




It follows that these four matrices define a R-basis of H which is therefore od dimension 4.

We finally define

q∗ = tq =


 a b

−b a


 = q = t1−tI I−tJ J−tK K

and

∥q∥ =
√

|a|2 + |b|2 =
√

det(q) ∈ R.

In the following, we will identify R with R1̇ which is clearly in the center of H and therefore will write

t for t1 for any t ∈ R. By construction, q ∈ R if and only if q = q∗.

Proposition 14.2.0.1. With the above notations, we have

1. H is a four dimension R-subalgebra of M2(C) which is a skew-field with neutral element 1: H a

non-commutative field.

2. One has qq∗ = q∗q = ∥q∥2 and the inverse of q ∈ H \ {0} is q∗/∥q∥2.

3. ∥ · ∥ is an Euclidean norm on H which is compatible with the product. Moreover, the scalar product

is given by ⟨q1, q2⟩ = 1
2 (q1q

∗
2 + q∗1q2) ∈ R.

4. The conjugation map q 7→ q∗ is an anti-involution of skew-fields, i.e.a linear symmetry switching the

order of product (q1q2)∗ = q∗2q
∗
1 .

5. The center of H is R.

Proof. The formula

q(a, b)q(c, d) = q(ac− bd, bc+ ad) ∈ H, ∀a, b, c, d ∈ C

proves that H is a subalgebra. A direct computation gives

(i) I2 = J2 = K2 = I JK = −1

which implies for instance I J = K = −J I (and tha analogous expressions by cyclic permutations of the

indices). More generally, we get
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↗ 1 I J K

1 1 I J K

I I −1 K −J

J J −K −1 I

K K J − I −1

Quaternion Multiplication Table

By direct computation (or Cramer’s formula in dimension 2), we get qq∗ = q∗q = N(q). Remembering

the polarization formula for scalar products, we have proved the first two items.

The formula ∥(a, b)∥ =
√

|a|2 + |b|2 is the definition of the standard norm on C2 and the formula ∥q∥2 =

det(q) gives the product compatibility, hence the third item

The fourth item is the usual property of adjoint complex matrices.

For the last one, if q commutes in I, because I, J,K anti-commutes pairwise, one gets tI, tJ, tK = 0.

14.3 Imaginary Quaternions

By analogy to the complex case, there is two equivalent ways to define a real quaternion q : aither q ∈ R.1,

either q is invariant by conjugation. Pursuing this analogy, we’ll say that q is imaginary if q∗ = −q.
Because q is a linear symmetry, one therefore has a canonical eignespace decomposition q = q+q− into

a sum of a real quaternion q+ ∈ R1 and an imaginary q−. Notice that the conjugation is an isometry

because ∥q∗∥ =
√
q∗q∗∗ =

√
q∗q = ∥q∥ proving that we indeed have an orhogona decomposition

H = R1
⊥
⊕H− .

Of course, the space of imaginary quaternions is the 3-dimensional vector space H− = Span(I, J,K). It

is not completely obvious however that this decomposition is canonical, namely depends only of the field

structure. This indeed the case.

Lemma 14.3.0.1. One has H− = {q ∈ H |q2 ∈ R− 1}.

Proof. With the notations above, one computes

q2 = (t2 − t2I − t2J − t2K)1+(ttI I+ttJ J+ttK K).

If q ∈ H−, then t = 0 and q2 = (−t2I − t2J − t2K)1 ∈ R− 1.

Conversely, q /∈ H−, then t ̸= 0. But, if moreover q2 is real, we have tti = 0 for i > 0 and therefore

ti = 0. This would imply q2 = t2 1 ∈]0,∞[1, a contradiction.
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Corollary 14.3.0.2. The conjugation is the unique anti-involution σ of the skew-field H such that

Ker (σ − Id) = R1. In particular, the norm defined on H in 14.2.0.1 does only depend on the field

structure.

Proof. By assumption, σ induces the identity on the real numbers. Therefore, σ is a linear symmetry

fixing the line R1.

But, if q ∈ H−, we have q2 real and therefore σ(q2) = q2. Because q ∈ H−, one has moreover q2 ∈ R− 1

hence σ(q2) = q2 ∈ R− 1 . But σ is an anti-morphism, therefore σ(q2) = σ(q)2 ∈ R− 1 hence σ(q) ∈ H−

by (14.3.0.1). We have proved σ(H−) ⊂ H−. If σ is not the conjugation, the restriction of σ to H−

is not − Id. Because it is still a symmetry, this restriction would have a nonzero fixed point in H−,

contradicting Ker (σ − Id) = R1.

14.3.1 Quaternions and SO3(R)

Let us recall that H has a canonical structure of four dimensionial space Euclidean space (14.3.0.2) and

let S3 = {q ∈ H |∥q∥ = 1} be its unit sphere of our Euclidean. Because the norm is compatible with

the product, It subgroup of the multiplicative group H∗ which is is a compact connected like any non

Euclidean sphere (in dimension > 1). We keep in mind that q∗ = q−1 for q ∈ S3.

Proposition 14.3.1.1 (Hamilton, 1844). Let q = q+ + q− ∈ S3.

1. The map x 7→ qxq−1 = qxq∗ induces a rotation ρ(q) ∈ SO(H−).

2. ρ defines a morphism S3 → SO(H−) of kernel {±1}.

3. If q ̸= ±1, the rotation ρ(q) has axis Rq− and angle1θ = ±2 arccos(q+).

4. ρ is onto and defines an isomorphism S3/{±1} ≃ SO(H−) = SO3(R).

.

Proof. We have ∥qxq∗∥ = ∥q∥∥x∥∥q∗∥ = ∥x∥ because ∥q∥ = ∥q∗∥ = 1 and therefore x 7→ qxq∗ is a (liner)

isometry of H. Because R1 is invariant, so is its orthogonal H− implying that it induces an isometry

ρ(q) ∈ O(H−). The composite of ρ with the determinant defines a continuous map S3 → {±1} which is

constant by connectedness of S3. Because ρ(1) = 1, all the ρ(q) are of determinant 1 hence are rotations.

For the second item, ρ being defined by an interior homomorphism, ρ is a morphism. An element q in

the kernel of ρ in the kernel commutes with any imaginary element and therefor with any quaternion
1Recall that θ mod 2π is defined up to sign because we do not have chosen an orientation of H− (12.6.2.6). The

interested reader will compute θ as oriented angle for instance orienting H by B− = (I,J,K) and the axis by q− (exercise).
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because 1 is central. It follows that q is real and therefore q = ±1 because it is of norm 1.

For the third item, we first notice that ρ(q) ̸= Id and therefore the axis is well defined. Because, q+ is in

the center, q− = q − q+ commutes with q and ρ(q)(q−) = q−qq∗ = q−. Moreover, q− is non zero because

q ̸= ±1 and q− is a basis of the axis.

Let us compute the trace tr(ρ(q)) = 1 + 2 cos(θ) (12.6.2.6). In the basis (I,J,K), the (I, I) coefficient is

the real factor of I in q I q∗ which is t2I − t2 − t2J − t2K, the other two coeffecients being obtained by cyclic

permutation (cf/ i). Summing the three terms, we get

1 + 2 cos(θ) = (t2I − t2 − t2J − t2K + t2J) + (t2 − t2K − t2I + t2K) = 2t2 = 4a2 − 1

using 1 = ∥q∥2 = t2 + t2I + t2J + t2K or equivalently cos2(θ/2) = a2.

For the last item, let r ̸= ±id be a rotation of H− of angle θ (defined up to sign). Let e− be one of two

unit vector of its axis and q = cos(θ/2) + sin(θ/2)e− ∈ S3. Then, the preceding computation shows that

ρ(q) and r have same (non oriented) angle and axis and therefore ρ(q) = r or ρ(q∗) = r.

14.3.2 Cross product and Rodrigues formula, tbd

14.3.3 Quaternions and SU2(R)

By the very definition of H we have chosen (14.2.0.1), we have

S3 = {q(a, b)|det(q(a, b) = 1, a, b ∈ C}

which is an equality of groups. Because q(a, b) =


a −b
b a


 , a, b ∈ C we have S3 = SU2(C).

Corollary 14.3.3.1. We have the equality of groups S3 = SU2(C) and a canonical continuous isomor-

phism of compact groups SU2(C)/{± Id} ≃ SO3(R).

Exercise(s) 14.3.3.2. SU2 et représentation adjointe.TBD.

14.3.4 Quaternions and SO4(R)

Proposition 14.3.4.1 (Cayley, 1855). Let (q1, q2) ∈3 ×S3.

1. The map x 7→ q1xq
∗
2 induces a rotation ρ̃(q) ∈ SO(H).

2. ρ̃ defines a morphism S3 × S3 → SO(H) of kernel {±(1,1)}.

3. ρ̃ is onto and defines an isomorphism (S3 × S3)/{±(1,1)} ≃ SO(H) = SO4(R). In particular,

SO(4,R) is not simple (compare with (13.7.0.6) and (13.9.0.2)).
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Proof. The proof of the first two items goes exactly as the analogous assertions in (12.6.2.6) and the

identity

ρ̃((q̃1, q̃2)) ◦ ρ̃((q1, q2))(q) = ρ̃((q̃1, q̃2))(q1qq
∗
2) = q̃1q1qq

∗
2 q̃

∗
2 = (q̃1q1)q(q̃2q2)

∗ = ρ̃((q̃1q1, q̃2q2))(q).

The only remaining point is the surjectivity of ρ̃. Let r ∈ SO(H) and q = r(1). Because r is an isometry,

q ∈ S and (ρ̃((q−1,1))◦ r)(1) = 1. The image of ρ̃ being a subgroup of SO3(R), one can assume r(1) = 1

which implies r(1⊥) = 1⊥ = H−. The restriction r̃ of r to H− is an isometry and its determinant is 1

because det(r) = 1 and r(1) = 1. In other words, r̃ = ρ(q̃) for some q̃ ∈ S3 implying r = ρ̃(q̃, q̃).

14.4 Spin

TBD.

14.5 Additionnal Exercises

Exercise(s) 14.5.0.1. Frobenius TBD

Exercise(s) 14.5.0.2. Groupe d’ordres 8. TBD

Exercise(s) 14.5.0.3. Rotations isoclines. TBD

Exercise(s) 14.5.0.4. Flip SO4 non intérieur.

Exercise(s) 14.5.0.5.

Rotu,θ(x) = cos θ x+ (1− cos θ)(u · x)u+ sin θ (u ∧ x).



Chapter 15

Finite Groups of Euclidean Isometries

in Dimension ≤ 3

Tetrahedron Cube Octahedron 

Dodecahedron lcosahedron 

The five Platonic Solids

15.1 Perspective

We are interested in classifying the finite subgroups of O2(R) and O3(R) and

their relationships with regular polytopes.

15.2 Subgroups of O2(R)

We first consider O2(R) before passing to SO3(R).

191
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Proposition 15.2.0.1. Let G be a non-trivial finite subgroup of O2(R). Then G preserves a regular

n-gon. If G consists only of rotations, then G is isomorphic to Z/nZ. Otherwise, G is isomorphic to a

dihedral group Dn.
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Dihedral group

Proof. If G consists only of rotations, then G identifies as a finite subgroup of R/Z. We denote p : R →
R/Z as the canonical projection. Then p−1(G) is a subgroup of R containing the integers. Since G is

finite, p−1(G) is discrete, hence it is (1/n)Z for some integer n ≥ 1. Therefore, G is isomorphic to Z/nZ.

We deduce that G preserves a regular n-gon inscribed in the unit disk.

Otherwise, let SG = G ∩ SO2(R). As stated below, SG is isomorphic to Z/nZ. Moreover, we have the

short exact sequence

1 → SG → G → Z/2Z → 1 .

Thus, G has order 2n.

Let σ be a symmetry in G. It fixes two opposite points x and −x on the unit circle S1. We then write

σ = σx = σ−x. We denote X as the set of fixed points of all the symmetries in G \ SG. We have n

symmetries thus 2n fixed points.

Furthermore, for g ∈ G,

g ◦ σx ◦ g−1(g(x)) = g(x)

hence

g ◦ σx ◦ g−1 = σg(x)
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and G operates on X. The stabilizer of each point in X is of order two, so each orbit is of cardinality n.

Thus, we have two orbits under the action of SG.

We deduce that G is isomorphic to Dn.
Different Types of Polygons 

TRIANGLE SQUARE PENTAGON HEXAGON 

HEPTAGON OCTAGON NONAGON DODECAGON 

projection

15.3 Subgroups of SO3(R)

Let G be a subgroup of SO3(R) of order N. Each non-trivial element is a rotation, thus fixes two opposite

points on the sphere S2. We denote X = XG as the set of these points. As above, G operates on X.

The stabilizer of each point x in X fixes the orthogonal plane x⊥. Its restriction is a finite subgroup of

SO2(R), hence isomorphic to Z/rxZ. Its orbit is thus of order nx = N/rx. Each point x is the fixed

point of (rx − 1) rotations, being different for all other points except its opposite. Thus, we have

2N− 2 =
∑

x∈X

(rx − 1) =
∑

j∈X/G

nj(rj − 1) .

We deduce that

2− 2/N =
∑

jinX/G

(1− 1/rj) .

Since rj ≥ 2 by definition, hence

2 > 2− 2/N =
∑

jinX/G

(1− 1/rj) ≥ |X/G|/2 .

Consequently, there are at most three orbits. Moreover, the group G does not operate transitively on X.

Indeed, we would have 2− 2/N = 1− 1/r, thus 1 = 2/N− 1/r ≤ 1/N, since r ≤ N !!

Proposition 15.3.0.1. If there are two orbits, then G is a group of plane rotations, isomorphic to Z/NZ.

Proof. We have 2− 2/N = 2− (1/r1 + 1/r2) hence 2/N = 1/r1 + 1/r2. If N = r1 then r2 = N. Thus, X

has two elements, and G fixes their orthogonal. Consequently, it operates as a subgroup of SO2(R) and

it is isomorphic to Z/NZ.
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Otherwise, we have 2r1 ≤ N, hence (1/r1) ≥ 2/N so r2 ≤ 0 !!

The case of three orbits involves several cases. Our equation becomes

1

r1
+

1

r2
+

1

r3
= 1 +

2

N
,

where we choose r1 ≤ r2 ≤ r3.

If r1 ≥ 3, then the left term is smaller than 1 while the second is strictly greater. Thus r1 = 2.

If r2 = 2, then 1/r3 = 2/N, thus N = 2r3. We then have rj = (2, 2,N/2) and nj = (N/2,N/2, 2).

If r2 ≥ 3 then 1/r3 = 1/2 + 2/N− 1/r2 > 1/2− 1/3, so r3 < 6.

• If rj = (2, 3, 3) then N = 12 and nj = (6, 4, 4).

• If rj = (2, 3, 4) then N = 24 and nj = (12, 8, 6).

• If rj = (2, 3, 5) then N = 60 and nj = (30, 20, 12).

If r2 ≥ 4, then
1

r1
+

1

r2
+

1

r3
≤ 1 < 1 +

2

N
,

thus we have the complete list.

Proposition 15.3.0.2. G is a dihedral group Dr in the case

N = 2r rj = (2, 2, r) nj = (r, r, 2) .

Proof. Opposite points behave the same so the third orbit consists of two opposite points. Consequently,

G fixes their orthogonal, and the isometries that do not fix these points are symmetries on this plane.

Thus, it is the dihedral group.

If we are not in one of the previous cases, then no orbit is planar. Indeed, restricting to the plane would

bring us back to the already treated cases.

Proposition 15.3.0.3. If N = 12, rj = (2, 3, 3), and nj = (6, 4, 4) then G is the group of isometries of

a tetrahedron, and is isomorphic to a4.

Proof. Let x ∈ o(2). Its stabilizer is a group of rotations that operates on its orbit, thus on three

points. These points form an equilateral triangle. This implies a tetrahedron. Moreover, G operates on

these vertices: it is identified as a subgroup of the permutation group of 4 elements S4. Since the only

endomorphism that fixes these four non-coplanar points is the identity. Thus, G is a subgroup of index

2: it is a4.
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Proposition 15.3.0.4. If N = 24, rj = (2, 3, 4), and nj = (12, 8, 6) then G is the group of isometries of

a cube and an octahedron, and is isomorphic to S4.

Proof. The stabilizer of a point x ∈ o(3) operates on o(2), in two orbits. Each forms a square, and these

two squares cannot be coplanar. Changing the point of o(3), we see that o(2) are the vertices of a cube

whose faces are in the direction of the points of o(3) and the edges of o(1).

Moreover, G operates on the pairs of opposite vertices, hence we have a morphism φ : G → S4. If φ(g)

is the identity, and g exchanges two vertices, then, since there are only two fixed points, g exchanges

at least two other pairs. Consequently, g = − Id, but g is a rotation, hence this is impossible, and φ is

injective.

By duality, the convex hull of o(3) is an octahedron with faces centered on o(2).

We note that the cube contains two “opposite” tetrahedra, considering as edges the diagonals of the faces.

The group either preserves these tetrahedra or exchanges them. From this, we can deduce that a4 is a

subgroup of index 2 in G, thus normal.

Proposition 15.3.0.5. If N = 60, rj = (2, 3, 5), and nj = (30, 20, 12) then G is the group of isometries

of a dodecahedron and an icosahedron, and is isomorphic to a5.

Figure 8: The 60 rotations of the icosahedral group I. We consider g1 the identity, highlight one edge, and show how each
gi ∈ I transforms the highlighted edge.

around one axis with 72 deg spacing, the other 3 are from
other subgroup with 120 deg spacing. We show the axis of
rotation in red. The first column is a view of the input, the
second is the initial representation on the group or H-space,
and the other 3 are features on each G-CNN layer.

Our method is equivariant to the 60-element discrete rota-
tion group even with only 12 or 20 input views. In Figure 10
we take only 12 input views, giving initial features on the
H-space represented by faces of the dodecahedron. Note that
the 5 first rotations in this case are in-plane for the views
corresponding to the axis of rotation. Due to our procedure
described in Section 4.3, this gives an invariant descrip-
tor which can be visualized as the face with constant color.
Similarly, in Figure 11, we take 20 views and the invariant
descriptor can be seen in the last 3 rotations.

Equivariance is easily visualized on faces neighboring the
axis of rotation. For the dodecahedron, we can see cycles
of 5 when the axis is on one face and cycles of 3 when the
axis is on one vertex. For the icosahedron, we can see cycles
of 3 when the axis is on one face and cycles of 5 when the
axis is on one vertex. For the pentakis dodecahedron (Figure
12), we can see groups of 5 cells that shift one position when
rotation is of 72 deg and groups of 6 cells that shift two
positions when rotation is of 120 deg.

Figure 10: Feature maps with 12 input views.

The 60 rotations of an icosaedron1

Proof. The three orbits are organized in pairs.

The stabilizer of a point x ∈ o(3) operates on o(2), in four orbits of five elements each. The closest points

in o(2) to x form a pentagon (we cannot have two orbits on the same plane considering another point of

o(3)). Operating across the entire orbit of x, one can envision a dodecahedron with 20 vertices and 30

edges. By duality, an icosahedron is obtained.
1We denote the identity by g1, then we highlight one edge, and show how each rotation gi ∈ G transforms the highlighted

edge, cf. C. Esteves, Y. Xu, C. Allec-Blanchette and K. Daniilidis, , 2019 IEEE/CVF International Conference on Computer

Vision (ICCV), Seoul, Korea (South), 2019, doi: 10.1109/ICCV.2019.00165.
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We fix a vertex x ∈ o(2). It corresponds to a common vertex of three pentagons. The stabilizer of x

permutes them, as well as the common edges. It also operates on the other vertices of these pentagons,

in two orbits. The three segments joining x to one of these orbits intersect at right angles.

This suggests a cube if we consider (−x). The centers of the faces correspond to points of o(1), namely

the centers of the edges. It can be seen that each edge is of the same length, and that there are indeed 8

vertices.

For each pair of vertices corresponds two cubes, and each cube admits 8 vertices, thus 4 diagonals.

Therefore, we obtain 10× 2/4 = 5 cubes. Equivalently, each edge corresponds to a face of a cube, which

has 6 such faces. This gives us 30/6 = 5 cubes.

Our group G operates on these cubes by permutation. Suppose an element g ∈ G fixes all these cubes

globally. If it is non-trivial, then it must fix its axis of rotation. If its order is 2, it fixes an edge of

the dodecahedron, thus a face of a cube. It cannot fix the other cubes then. If its order is 3, then its

axis passes through the vertices of two cubes. The cubes induced by contiguous vertices must also be

preserved by g, which is impossible. The order cannot be 5 since no element that preserves a cube is of

an order multiple of 5.

Therefore, g = Id. Our group is thus a subgroup of S5 with index 2 (for a question of order), it is a5.

15.3.1 Normal Subgroups

If G is a finite subgroup of SO3(R), and if H is a subgroup of G, then XH ⊂ XG. If x ∈ XH, g ∈ G, then

there exists h ∈ H such that h(x) = x, and ghg−1(gx) = gx. Thus, the action of G induced by inner

automorphisms on H corresponds with the action of G on the images of XH.

Furthermore, if H is normal, then XH is preserved. Thus, G operates on XH, and each point of XH has an

orbit by H which is a sub-orbit for G. In other words, oH(x) divides oG(x), and XH is a union of orbits

of G. Thus, the orbits within XH of G are decomposed into orbits of H. This easily demonstrates that

a5 is simple.

Remark(s) 15.3.1.1. A convex polytope is an intersection of half-spaces with non-empty interiors. If

P is a convex polytope, it can be assumed that the origin is within its interior. If we project the edge of

P onto S2, then a triangulation of the sphere in vertices, edges, and faces is obtained. If we denote s as

the number of vertices, a as the number of edges, and f as the number of faces, then s− a+ f = 2.

Indeed, each time a vertex with the edges containing it is removed, as many faces as edges are removed,

except that the vertex turns into a face: s− a+ f remains constant as the number of vertices decreases.

When only 4 vertices remain, then the formula can be verified.
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15.4 Appendix: Local Extrema and the Position of a Hypersur-

face Relative to Its Tangent Plane

If f : Rn → R is a class C2 function, then Schwarz’s theorem implies that the matrix of second partial

derivatives is symmetric. This allows us to apply the preceding discussion to the calculus of variations.

Morse Lemma. — Let f : Rn → R be a class Ck function, k ≥ 2 such that f(0) = D0f = 0 and D2
0f

is invertible. Then there exists a neighborhood V of the origin and class Ck−2 functions y1, . . . , yr and

z1, . . . , zs defined on V such that r + s = n and, for x ∈ V, one has

f(x) =
∑

1≤j≤r
y2j −

∑

1≤j≤s
z2j .

Proof. — Consider the integral remainder development of f near the origin. We have

f(x) =

∫1
0

(1− t)D2
txf(x, x)dt =

tX ·
∫1
0

(1− t)D2
txfdt ·X .

We denote

A(x) =

(∫1
0

(1− t)
∂2f

∂xi∂xj
(tx)dt

)

i,j

and A0 = A(0) .

Then we use the following lemma.

Lemma 15.4.0.1. If A0 ∈ Sn(R)∩GLn(R), there exists a neighborhood U of A0 in Sn(R) and a smooth

function ψ : U → Mn(R) such that ψ(A0) = I and, for any A ∈ U,

tψ(A) ·A0 · ψ(A) = A .

Thus, if x is sufficiently close to the origin, then f(x) = txtψ(A(x))A0ψ(A(x))x. We set ψ1(x) = ψ(A(x))x,

and we obtain

f(x) = tψ1(x)A0ψ1(x) .

There exists a basis P in which A0 is diagonal with r values on the diagonal equal to 1 and s equal to

−1. We denote J this matrix and set ψ2 = P · ψ1. It follows f(x) = tψ2(x)Jψ2(x). If we call y1, . . . , yr

and z1, . . . , zs the coordinates of ψ2, we obtain the sought form.

This establishes the Morse lemma modulo Lemma 15.4.0.1.

Proof of Lemma 15.4.0.1. — We consider the function h : Mn(R) → Sn(R) defined by h(M) =

tMA0M. We compute the differential at the identity of h.

h(I +M) = t(I +M)A0(I +M) = A0 + (tMA0 +A0M) + tMA0M = A0 + (tMA0 +A0M) +O(∥M∥2) .
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Thus DIh(M) = tMA0 + A0M. This function is not invertible since dim Sn(R) < dimMn(R). However,

the kernel consists of the matrices M for which A0M is antisymmetric. We consider the space E of

matrices M for which A0M is symmetric. This space is complementary to KerDIh, and the restriction of

DIh to E now becomes invertible (injective since A0 is invertible and source and target spaces are of the

same dimension).

The local inversion theorem applied to h|E shows that there exist neighborhoods U of A0 and V of I and

a smooth diffeomorphism ψ : U → V that inverses h|E.

Corollary 15.4.0.2. Under these assumptions, 0 is a strict local maximum of f if and only if D2f is

negatively defined, and is a strict local minimum of f if and only if D2f is positively defined.

Corollary 15.4.0.3. In Rn+1 we study the hypersurface S defined by xn+1 = F(x1, . . . , xn) where F is a

class Ck(Rn) function, k ≥ 2, and D2F is non-degenerate. The tangent plane at the point p = (x0,F(x0))

locally separates S from a half-space if and only if D2
x0
F is defined.

Proof. We consider the function g(x) = F(x) − (F(x0) + Dx0
F(x − x0)). This function satisfies the

conditions of the Morse lemma. We deduce that

F(x) = F(x0) + Dx0
F(x− x0) +

∑

1≤j≤r
y2j −

∑

1≤j≤s
z2j .

By a change of variables (by translation), we may assume that x = F(x) = 0. We consider a basis of

KerD0F which we complete into a basis of Rn+1. In this basis, D0F = 0. The Morse lemma allows us to

conclude.
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Convexity in Euclidean Spaces

Convex Non - convex 
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16.1 Perspective

In this chapter, E will denote a dimension d <∞ real vector space. The reader

will check that results with a ∞ label, like all results of section 16.2, remain

valid even if d = ∞. We have chosen to give most of the proofs in the Euclidean

case even they are not dependent of any scalar product in order to have a more

geometrical intuition. The interested reader will give alternative proofs not

using any scalar product in these cases.

16.2 Generalities

16.2.1 Definitions

Definition 16.2.1.1. A subset of E is convex if for any c, c′ ∈ C the line segment [c, c′] = {tc+(1−t)c′, t ∈
[0, 1]} is contained in C.

199
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An alternative equivalent way to phrase convexity would be to demand that for every line ℓ ⊂ E the

intersection C ∩ ℓ be connected.

Remark(s) 16.2.1.2. An immediate consequence of the definition is the following. For any family

(Ci)i∈I of convex sets, the intersection
⋂
i∈I Ci is convex.

Proposition 16.2.1.3 (∞). A set C ⊆ E is convex if and only if for all n ≥ 1, c1, . . . , cn ∈
C and λ1, . . . , λn ≥ 0 with

∑n
i=1 λi = 1. one has

∑n
i=1 λici ∈ C.

Proof. “⇐”: Obvious with n = 2.

“⇒”: Induction on n. For n = 1 the statement is trivial. For n ≥ 2 let ci ∈ C for all i. (Simply omit

those points whose coefficient is zero.) We need to show that

n∑

i=1

λici ∈ C.

Define λ =
∑n−1
i=1 λi and for 1 ≤ i ≤ n − 1 set µi = λi/λ. Observe that µi ≥ 0 and

∑n−1
i=1 µi = 1. By

the inductive hypothesis, c′ :=
∑n−1
i=1 µici ∈ C and thus by convexity of C also λc′ + (1− λ)cn ∈ P. We

conclude by noting that λc′ + (1− λ)cn =
∑n
i=1 λici.

16.2.2 Convex hull

Definition 16.2.2.1. Let P be a subset of E.

1. The convex hull conv(P) of P is the intersection of all convex supersets of P.

2. A convex combinations (of length ≤ n) of P is any element of E of the form
∑n
i=1 λipi with n ≥

1, pi ∈ P, λi ∈ R+ such that
∑n
i=1 λi = 1.

By (16.2.1.2), conv(P) is the smallest convex subset of E containing P. Hopefully, it can be computed

quite explicitly thanks the following result.

Proposition 16.2.2.2 (∞). For any P ⊂ E, the convex hull conv(P) is the set of all convex combinations

of P.
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Proof. “⊆”: Consider a convex set C ⊇ P. By Proposition 3.3 (only-if direction) the right-hand side is

contained in C. As C was arbitrary, the claim follows.

“⊇”: Denote the set on the right-hand side by R. Clearly R ⊇ P. We show that R forms a convex set.

Let p =
∑n
i=1 λipi and q =

∑n
i=1 µipi be two convex combinations. (We may suppose that both p and

q are expressed over the same pi by possibly adding some terms with a coefficient of zero.) Then for

λ ∈ [0, 1] we have λp+ (1− λ)q =
∑n
i=1(λλi + (1− λ)µi)pi ∈ R as λλi + (1− λ)µi ≥ 0 for all 1 ≤ i ≤ n

and
∑n
i=1(λλi + (1− λ)µi) = λ+ (1− λ) = 1.

Theorem 16.2.2.3 (Carathéodory). Let P be a subset of P. Then, conv(P) is the set of convex combi-

nation of P of length at most d+ 1. In particular, if P is compact, then so is conv(P).

Proof. If the assertion is false, there exists n ≥ d+1 and an convex combination c of P of length ≤ n+1

which is not a convex combination of length ≤ d + 1. Let us chose such an element with n ≥ d + 2

minimal. By minimality, c can be written

c =

n∑

i=0

λipi

with pi ∈ P, λi > 0 and
∑
λi = 1. But, the n-vectors pi−p0, i > 0 are linked because n > d = dim(E) = d:

there exists real numbers (µi, i > 0 such that
∑
i>0 µi(pi−p0) = 0 with positive coefficient µj , or, setting

µ0 = −∑i>0 µI, such that
n∑

i=0

µipi = 0.

For any non negative real t, one gets

c =

n∑

i=0

(λi − tµi)pi.

If t is small enough, all coefficients λi − tµi are positive like λi. Let τ be the largest real number such

that all the λi− tµi are ≥ 0 for t ∈ [0, τ ]. Because λj − tµj < 0 if t is large enough, τ is well-defined (and

τ > 0 by the remark above). By construction, we have λi − τµi ≥ 0 for all i,
∑

(λi − τµi) = 1 and there

exists k such that λk − τµk = 0 implying that

c =

n∑

i=0,i̸=k

(λi − τµi)pi

is a convex combination of length ≤ n, a contradiction. If P is compact, let ∆ ⊂ [0, 1]d+1 be the

compact of elements with sum equal to 1. Then, conv(P) is the continuous image of the application

∆× Pd+1 → conv(P) defined by ((λi), (pi)) 7→
∑
λipi and is therefore compact.

Exercise(s) 16.2.2.4. Let L2(N) be the vector space of sequence (un) such that
∑
u2n <∞ with the usual

L2-norm ∥(un)∥ =
√∑

u2n. Let ek ∈ ℓ2 be the sequence (ek)n = δk,n. Show that {en/(n+1)}, n ≥ 0}∪{0}
but that its convex hull is non closed in L2(N).
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16.2.3 Topology of a convex set

In this section, E can be any normed space, no matter its dimension.

So now, we can plug in this  for our  and  values, keeping  from our earlier computation, and get the points that
define our surface:

def coords_trick(p):

    theta = np.linspace(0, np.pi * 2, num_steps)
    phi   = np.linspace(0, np.pi,     num_steps)

    theta, phi = np.meshgrid(theta, phi)

    rho = lambda x : (np.abs(np.sin(x))**p + np.abs(np.cos(x))**p)**(-1/p)

    # Generate Cartesian points
    x = np.sin(phi) * rho(phi) * np.cos(theta) * rho(theta)
    y = np.sin(phi) * rho(phi) * np.sin(theta) * rho(theta)
    z = np.cos(phi) * rho(phi)

    return (x, y, z)

Beautiful! Absolutely stunning! Check out our skeletons:

Perfect!

We've finally found a way to graph the 3D unit ball in a way that's visually accurate for all valid values of p. See the code
in Python and Javascript, and experiment with an interactive version below:

 2

By Kayden Mimmack, 2019.

Check out my portfolio for other math visualization projects.

AppendixAppendix

Final Python functions for 2D and 3D unit balls (on GitHub):

import numpy as np
import plotly.graph_objects as go

def unitball3d(p, smoothness = 6):
  # Odd number in order to pick up edges in z-direction
  num_steps = 2**smoothness + 1

  # Generate theta, phi mesh grid
  theta = np.linspace(0, np.pi * 2, num_steps)
  phi   = np.linspace(0, np.pi,     num_steps)

  theta, phi = np.meshgrid(theta, phi)

  rho = lambda x : (np.abs(np.sin(x))**p + np.abs(np.cos(x))**p)**(-1/p)

  # Generate Cartesian points
  x = np.sin(phi) * rho(phi) * np.cos(theta) * rho(theta)
  y = np.sin(phi) * rho(phi) * np.sin(theta) * rho(theta)
  z = np.cos(phi) * rho(phi)

  # Generate figure
  fig = go.Figure(go.Surface(x=x,
    y=y,
    z=z,
    colorscale='Viridis',
    showscale=False
    ))
  fig.update_layout(showlegend=False, height=600)

  fig.show()

def unitball2d(p, smoothness = 8):
  # Odd number in order to pick up edges
  num_steps = 2**smoothness + 1

  # Polar coordinates
  theta = np.linspace(0, np.pi * 2, num_steps)
  r = (np.abs(np.sin(theta))**p + np.abs(np.cos(theta))**p)**(-1/p)

  # Convert to Cartesian
  x = r * np.cos(theta)
  y = r * np.sin(theta)

  # Generate figure
  fig = go.Figure(go.Scatter(x=x, y=y, mode='lines'))

  # Graph styling
  fig.update_layout(
    showlegend=False,
    width=500,
    height=500,
    yaxis = dict(
      scaleanchor = "x",
      scaleratio = 1
    ),
    plot_bgcolor = '#fff',
  )
  fig.update_xaxes(showgrid=False, zerolinecolor='Grey', showticklabels=False)
  fig.update_yaxes(showgrid=False, zerolinecolor='Grey', showticklabels=False)

  fig.show()

As a quick note, you could take advantage of the symmetry of this problem a lot more than I did here. We don't actually
need to calculate  values for ; we only need to take  up to . We can then intelligently stack our
resulting  and  values to fill out the entire -  plane (similarly for  and ). When I gave this a try, though, on my
system at least, this didn't turn out to be any faster. Since we're not working with very many data points to begin with
(we don't want to make our graph too slow, and we only need so much resolution to accurately visualize our object), it
took longer for my system to do all the necessary gluing-together than to let numpy do its efficient large-matrix
computations.

Additionally, the final interactive visualization given above is actually translated into JavaScript in order to play nicely on
the web. If you want to look at the JavaScript code, it's been written a little differently in order to prioritize quick
dynamic updates. It's on GitHub.
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Let U be a neighborhood of 0 in E which is contained in C and let x ∈ E. If α is large enough, x/α ∈⊂ C.

We can therefore define the gauge function of C as follows.

Definition 16.2.3.1 (Gauge function). Let C be a closed convex bounded set with 0 ∈
◦
C.2of E. The gauge

function of C is the map ρC : E → R+ defined by ρC(x) = inf{α > 0 | x/α ∈ C}.

Remark(s) 16.2.3.2.

- If ρC(x) = 0 then x = 0. In this case, one can chose a sequence (αn) with 0 limit x/αn ∈ C. But C

being bounded, this forces x to be 0.

- If x ̸= 0, the inf is a min because C is closed: x/ρC(x) ∈ C. Moreover, if t ≥ ρC(x), one has x/t =

ρC(x)/t(x/ρC(x)) + (1− t)0 ∈ C. Hence, x/t ∈ C if and only if t ≥ ρC(x).

- In particular, if 1 ≥ ρC(x), we get x ∈ C. The converse is obvious : C = {x ∈ E | ρC(x) ≤ 1}.

- For t > 0, one has tx/tα = x/α proving that ρC is positively homogeneous: ∀x ∈ E,∀t ≥ 0, ρC(tx) =

tρC(x).

- The convex closed set C = B(0, r), r > 0 is bounded (compact if dim(E)∞) and 0 is an interior port. In

this case, we have ρC(x) = ∥x∥/r.

1See by "Graphing the p-Norm Unit Ball in 3 Dimensions" by Kayden Mimmack, 2019.
2A convex body if dim(E) < ∞, see (16.6.0.1).
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Proposition 16.2.3.3 (∞). The gauge function ρC satisfies the following properties:

1. ∀x, y ∈ E, ρC(x+ y) ≤ ρC(x) + ρC(y).

2. ρC is Lipschitz hence continuous.

3. {x ∈ E | ρC(x) < 1} =
◦
C and {x ∈ E | ρC(x) = 1} = ∂C.

Proof. One can assume x and y are nonzero and let x = x
ρC(x) , y = y

ρC(y) .

By homogeneity of the gauge function, one gets ρC(x) = ρC(y) = 1 hence x, y ∈ C (16.2.3.2).

α =
ρC(x)

ρC(x) + ρC(y)
, z = αx+ (1− α)y.

By convexity, z ∈ C implying ρC(z) ≤ 1 (16.2.3.2). Reducing to the same denominator, we get

z =
x+ y

ρC(x) + ρC(y)
.

and by homogeneity we obtain ρC(x+ y) ≤ ρC(x) + ρC(y) wanted in (1).

Let r > 0 such that B(0, r) ⊂ C is included in C and 0 ̸= y ∈ E. Then r y
∥y∥ ∈ C and therefore ρC(y) ≤ ∥y∥

r

by (16.2.3.2) giving the continuity at the origin.

Moreover, by (1), as the usual trick to prove the continuity of a norm, we get

ρC(x+ y) ≤ ρC(x) + ρC(y), ρC(x) ≤ ρC(x+ y) + ρC(−y),

hence

|ρC(x+ y)− ρC(x)| ≤ max(ρC(y), ρC(−y)) ≤
∥y∥
r

and (2) is proved.

The continuity of ρC that {x ∈ E | ρC(x) < 1} is open in E. If x ∈
◦
C ρC(x) = 1 with ρC(x) would exist,

for 0 < ε << 1, we would have x/(1+ε)−1 = x+εx ∈ C hence 1 = ρC(x) ≤ (1+ε)−1 < 1, a contradiction

proving
◦
C= {x ∈ E | ρC(x) < 1}

hence (3) because C is closed in E.

Remark(s) 16.2.3.4. If C is moreover symmetrical, i.e.is invariant by − Id, one has ρ(x) = ρ(−x) and

the gauge function is a norm.

Corollary 16.2.3.5 (∞). Let C be a bounded convex set with a non-empty interior in a normed vector

space E. Then there exists a homeomorphism f : E → E that maps C◦ to the open ball B(0, 1) and C to

the closed ball B(0, 1). In particular, in finite dimension, all convex bodies are homeomorphic.
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Proof. We define a map f : E → E by

f(x) =





0 if x = 0,

∥x∥
ρC(x)x otherwise.

One has f(
◦
C= B(0, 1) by (16.2.3.3) and f(C) = B(0, 1) by (16.2.3.2). The function f is clearly continuous

at all x ̸= 0. By assumption, there exists R > 0 such that C ⊂ B(0,R) and therefore ∀x ∈ E, ρC(x) ≥ ∥x∥
R

(16.2.3.2) giving the continuity at 0. But the map g : E → E defined by

g(x) =





0 if x = 0,

ρC(x)
∥x∥ x otherwise.

is set-theoritically the inverse of f . Just as for f , g is continuous away from 0 and it is continuous at 0

because ρC is Lipschitz (16.2.3.3).

p=1 p=2 2<p<∞ p= ∞

Unit disks for ∥ · ∥p

Exercise(s) 16.2.3.6. Show that in general, one cannot find a differentiable homeomorphisms of E

mapping a convex into another one.

16.3 The Farkas Lemma

Let E be a vector space (with no further assumption for instance on its dimension or topology). For any

non negative integer mand α = (α1, . . . , αm) ∈ (E∗)m, let us define C(α) ⊂ E the cone of vertex the

origin 0 by

C(α) = { x ∈ E|α1(x) ≤ 0 · · ·αm(x) ≤ 0}.

Let us give the very elegant proof by David Bartl ([2]) of the Farkas Lemma, a key result in linear

programming, a counterpart in this context of the duality result of 7.6.0.2.

Theorem 16.3.0.1 (∞). For any linear form any linear form γ ∈ E∗, one has

(1) C(α) ⊂ C(γ)
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if and only if

(2) ∃t1, . . . , tm ∈ R+| γ = t1α1 + · · ·+ tmαm

Proof. (2) ⇒ (1) is trivial. We prove the (2) ⇒ (1) part by induction on m. If m = 0, one has

C(α) = E = C(γ) implying γ = 0 which is indeed a non negative (empty!) combination of the αi’s.

Let us assume that the assertion has been proved for m ≥ 0 and assume that C(α) ⊂ C(γ) for α ∈
(E∗)m+1.

If C((α1, · · · , αm)) ⊂ C(γ)we are done by induction hypothesis.

If not, there exists

(3) ξ ∈ C((α1, · · · , αm))| γ(ξ) > 0

In particular, ξ ̸∈ C(α) and therefore αm+1(ξ) > 0. Changing ξ into ξ/αm+1ξ, we may and do assume

αm+1(ξ) = 1. For any φ ∈ E∗, we set

φ̃(x) = φ(x− αm+1(x)ξ).

We have by construction α̃m+1 = 0 and therefore

x ∈ C(α̃1, · · · α̃m) =⇒ x− αm+1(x)ξ ∈ C(α) ⊂ C(γ).

In other words,

C(α̃1, · · · α̃m) ⊂ C(γ̃)

implying by induction hypothesis

∃t1, . . . , tm ∈ R+|γ̃ = t1α̃1 + · · ·+ tmα̃m

or

γ = t1α1 + · · ·+ tm+1αm+1

with tm+1 = γ(ξ)− t1α1(ξ)− · · · − tmαm(ξ) ≥ γ(ξ) > 0 by (3).

Remark(s) 16.3.0.2. There exists numerous versions and generalizations of Farkas’ lemma which are

discussed in [2]. The proof given in this paper is general enough to recover all the principal versions!
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Corollary 16.3.0.3. With the notations above, assume further that E is finite dimensional (or more E

is a topological vector space and α ∈ (E∗)m is made of continuous linear forms). Then, the space of non

negative combination of the αi’s is closed in E∗ (in the infinite dimensional case, in the topological dual

with the weak point-wise convergence topology).

16.4 Projection to a Closed Convex Set

In this section 16.4, E is an Euclidean space3 and C is a nonempty closed convex subset.

Recall that the distance of a point to C is defined by

d(x,C) := inf{∥x− y∥ | y ∈ C}

For closed convex sets, an important consequence is the following projection property.

Theorem 16.4.0.1. With the notations above

1. For each x ∈ E there exists a unique w ∈ C such that

∥x− w∥ = d(x,C)

w is called the projection of x to C and is denoted by pC(x).

2. We have the obtuse angle4 property : w = pC(x) if and only if

⟨x− w, u− w⟩ ≤ 0 ∀u ∈ C

3. If x /∈ C, the affine hyperplane Hx through pC(x) and orthogonal to e = x − pC(x) is a supporting

hyperplane , i.e.such C is contained in one of the of two half-spaces delimited by H. In this case,

each point of C ∩H is in the boundary ∂C = C\
◦
C of C in E.

4. The projection pC is 1-Lipschitz and is therefore continuous.

Proof. Uniqueness. The mediane equality for x = x− w1, y = x− w2 reads

4∥x− w1 + w2

2
∥2 + ∥w1 − w2∥2 = 2∥x− w1∥2 + 2∥x− w2∥2 = 4d(x,C)2.

Since C is convex, w1+w2

2 ∈ C we have 4∥x− w1+w2

2 ∥2 ≥ 4d(x,C)2 and therefore ∥w1 −w2∥2 ≤ 0, namely

w1 = w2.
3Or, more generally, a real Hilbert space.
4More geometrically, w = pC(x) if and only ̂(x− w, u− w ≥ π

2
in the plane Span(x− w, u− w).
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Proof. Suppose w = PC(x).
Let u ∈ C, λ ∈ (0, 1). Since C is convex, λu+ (1− λ)w ∈ C. Then

||x−w||2 = d(x;C)2 ≤ ||x−w−λ(u−w)||2 = ||x−w||2−2λ〈x−w, u−w〉+λ2||u−w||2.

That is
2〈x− w, u− w〉 ≤ λ||u− w||2

Letting λ→ 0+, we have
〈x− w, u− w〉 ≤ 0

Conversely, suppose
〈x− w, u− w〉 ≤ 0, ∀u ∈ C

Then

||x− u||2 = ||x− w||2 + 2〈x− w,w − u〉+ ||w − u||2

≥ ||x− w||2 − 2〈x− w, u− w〉 ≥ ||x− w||2

Hence ||x− w|| ≤ ||x− u|| for all u ∈ C and w = PC(x).

Figure 1: Projection to a convex set

2

Existence. By definition of d(x,C), there exists wk ∈ C such that

d(x,C) ≤ ∥x− wk∥ < d(x,C) +
1

k

The same mediane equality argument with x = x− wp, y = x− wq gives

4d(x,C)2 + ∥wq − wp∥2 ≤ 4∥x− wp+wq

2 ∥2 + ∥wq − wp∥2

= 2∥x− wp∥2 + 2∥x− wq∥2

≤ 4d(x,C)2 + 2
p2 + 2

q2

hence ∥wq − wp∥2 ≤ 2
p2 + 2

q2 : the sequence (wp) is a Cauchy sequence and then converges to w ∈ C

because C is closed in a complete space. Considering the limit of

d(x,C) ≤ ∥x− wk∥ < d(x,C) +
1

k

we have d(x,C) = ∥x− w∥. Now suppose w1 ̸= w2 ∈ C satisfy

∥x− w1∥ = ∥x− w2∥ = d(x,C)

Then we have

∥w1 − w2∥2 = 2∥x− w1∥2 − 2∥x− w1 + w2

2
∥2

Since C is convex, w1+w2

2 ∈ C. This gives

∥x− w1 + w2

2
∥2 < ∥x− w1∥2 = d(x,C)2

But since C is convex, w1+w2

2 ∈ C. This is a contradiction.

Suppose w = pC(x). Let u ∈ C, λ ∈ (0, 1). Since C is convex, λu+ (1− λ)w ∈ C. Then

∥x− w∥2 = d(x,C)2 ≤ ∥x− (λu+ (1− λ)w)∥2 = ∥x− w∥2 − 2λ⟨x− w, u− w⟩+ λ2∥u− w∥2

That is

2⟨x− w, u− w⟩ ≤ λ∥u− w∥2

Letting λ→ 0+ we have

⟨x− w, u− w⟩ ≤ 0

Conversely suppose

⟨x− w, u− w⟩ ≤ 0 ∀u ∈ C
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Then

∥x− u∥2 = ∥x− w∥2 + 2⟨x− w,w − u⟩+ ∥w − u∥2 ≥ ∥x− w∥2

Hence ∥x− w∥ ≤ ∥x− u∥ for all u ∈ C and w = pC(x).

The obtuse angle property says precisely that the affine {u ∈ E|⟨x− pC(x), u− pC(x)} is an hyperplane

(x− pC(x) ̸= 0 because x /∈ C and this hyperplane is precisely Hx.

Let H be a supporting hyperplane of C of equation ⟨c, e⟩ = δ for some nonzero e. If ⟨c, e⟩ ≥ δ for any

c ∈ C and c0 /∈ ∂C, then for ε > 0 small enough c0 − εe ∈ C and therefore, ⟨c0 − εe, e ≥ δ implying

⟨c0, e⟩ > 0 and therefore c0 ̸∈ H.

For the last item (where the convex assumption is non necessary), we simply write for x, y ∈ E and c ∈ C

the triangle inequality

∥x− pC(x)∥ ≤ ∥x− c∥ ≤ ∥x− y∥+ ∥y − c∥.

With c = pC(y), we get ∥x− pC(x)∥ − ∥x− pC(y)∥ ≤ ∥x− y∥ and by symmetry of x, y, we get

∥x− pC(x)∥ − ∥x− pC(y)∥ ≤ ∥x− y∥.

Corollary 16.4.0.2 (Separation lemma). Let K be a compact closed subset of E disjoint from C.

1. There exists e ∈ E \ {0}, α ∈ R such that for any (c, k) ∈ C × K, one has ⟨c, e⟩ > δ and ⟨k, e⟩ < δ.

Geometrically, each of two half-spaces delimited by the affine hyperplane H = {x|⟨x, e⟩ = δ} contains

exactly one of the convex set C or K.

2. Each point of the boundary ∂C belongs to some supporting hyperplane.

C

K

C 

x

H1

H2

Proof. The map 



K → ]0,∞[

k 7→ d(k,C) = ∥k − pC(k)∥
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is continuous on the compact K : let us chose a minimizing point k0 ∈ K and denote c0 = pC(k0). By

construction, one also has pK(c0) = k0. By the obtuse angle property of both pC and pK, one has

⟨k0 − c0, c− c0⟩ ≤ 0 and ⟨c0 − k0, k − k0⟩ ≤ 0

i.e.

⟨k, c0 − k0⟩ ≤ ⟨k0, c0 − k0⟩ = α and β = ⟨c0, c0 − k0⟩ ≤ ⟨c, c0 − k0⟩.

But β − α = ⟨c0 − k0, c0 − k0, ⟩ = ∥c0 − k0∥2 > 0 because C ∩ K = ∅ and e = c0 − k0 ̸= 0 for the

same reason. One can chose for instance δ = α+β
2 (corresponding to the normal hyperplane to e passing

through the middle of [c0, k0]) proving (1).

16.5 Krein-Milman Theorem

In this section, K denotes a compact convex subset of an Euclidean space E of dimension d.

Definition 16.5.0.1. A point of a convex set is extremal if it is not an interior point of any of its line

segments.

For instance, the boundary sphere of an Euclidean ball is the set of its extremal points , the extremal

points of a plain convex polygon are its vertices (exercise). . .

Exercise(s) 16.5.0.2. Let ∆d the standard d-simplex, convex hull of the elements of the standard basis

of B of Rd and the origin 0. Prove that the set of extremal points of ∆d is {0} ∪B.

In all these cases, the convex hull of the extremal points is precisely the convex itself. This is a general

fact.

Let us start with a useful lemma.

Lemma 16.5.0.3. Let k ∈ K.

1. If x ∈ ∂K, then x belongs to some supporting hyperplane H.

2. Conversely, let H be a supporting hyperplane of K containing k. Then k is an extremal point of K∩H

is an extremal point of K.

Proof. Let us chose a sequence xi /∈ K such that limxi = k. Let be the sequence of unit vectors

ei =
xi − pK(xi)

∥xi − pK(xi∥
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and Hi the hyperplane orthogonal to ei passing through pK(xi). Extracting a subsequence if necessary,

one can assume that ei converges to some unit vector e (compactness of a sphere). By continuity of

pK, one has lim pC(xi) = k and the normal hyperplane to e passing throug k is the sought supporting

hyperplane (check!).

After a translation if necessary, one can assume that k = 0.Let φ ∈ H∗ be a (linear) equation of the (linear)

hyperplane H. One has for instance φ(K) ⊂ R+ because H is a supporting hyperplane. If 0 ∈]k0, k1[⊂ K,

there exists t ∈]0, 1[ such that 0 = tk0+(1−t)k1. Applying φ, we get 0 = tφk0+(1−t)φ(k1) with moreover

φ(k0) ≥ 0 and φ(k1) ≥ 0. Because t(1− t) > 0, this implies φ(k0) = φ(k1) = 0 hence 0 ∈]k0, k1[⊂ K∩H,

a contradiction because 0 is extremal in K ∩H.

Observe that the converse is false (draw an example).

Theorem 16.5.0.4 (Krein-Milman). Any compact convex K of an Euclidean space is the convex hull of

its extremal points.

Proof. We make an induction on d = dim(E), starting with the trivial case d = 0.Assume d > 0 and the

theorem proved in dimension d − 1 and let k ∈ K which can be assumed not extremal. If k ∈ ∂K, we

apply induction hypothesis to K ∩ H for H a supporting hyperplane of K passing through k using the

above lemma 16.5.0.3. If not, k is an interior point because K is closed in E. Then k is an interior point

of some small line segment I contained in K. Because K is compact, K∩Rİ is a line segment [k0, k1] and

k0, k1 ∈ ∂K by construction. And we apply the previous argument.

Remark(s) 16.5.0.5 (∞). The Krein-Milman theorem is true in a much more general context. One

can show, using Zorn’s lemma however, that the convex hull of the extremal points of a compact subset is

dense in any compact of a locally convex topological vector space (for instance any metric vector space),

cf. [10].

16.6 Polar Dual of a Convex Body

Here, E is again a d-dimensional Euclidean space (see remark 16.6.0.6 below).

Definition 16.6.0.1. A convex body K of E is a compact convex K such that 0 is an interior point5.

The polar dual of a compact body K is K∗ = {y ∈ E|∀x ∈ K⟨x, y⟩ ≤ 1}.

5Of course, the choice of the interior point is not so crucial. Choosing 0 is just convenient for the duality result 16.6.0.3.
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Example(s) 16.6.0.2. The ellipsoid defined by S ∈ S++
d is a convex body (it is the (closed) unit ball for

the associated Euclidean norm ∥∥̇S).

Notice that the assertion "0 is a nonempty interior of C in E" is very mild for any convex subset C in the

following sense. Let E′ =
#»

C. I claim that 0 belongs to the interior of C in E′. Indeed, if c1, · · · , cn ∈ E

is a basis of E′ defining a linear homeomorphism ι : Rn ≃ E′, the image of ι(]0, 1[n) is an open subset

neighborhood of 0 contained in C because 0 ∈ C and ι is open.

Lemma 16.6.0.3. The polar dual define a decreasing involution of the of convex bodies.

Proof. The polar dual of a convex body K is obviously closed, convex and contains 0. Let us chose r > 0

such that B(0, r) ⊂ K. Then, if 0 ̸= x ∈ K∗, we have rx/∥x∥ ∈ K and ⟨rx/∥x∥, x⟩1 or ∥x∥ ≤ 1/r: the

polar dual K∗ is closed, bounded in finite dimension and therefore compact.

Let K ⊂ K′ and y in the polar dual of K′. Therefore, for any x ∈ K′, we have ⟨x, y⟩ ≤ 1 and therefore

this true for any x ∈ K, i.e.y ∈ (K′)∗.

Assume now x ∈ K and let y ∈ K∗. By definition, for any ξ ∈ K, we have ⟨ξ, y⟩ ≤ 1 and therefore for

ξ = x, we get by symmetry of the scalar product ∀y ∈ K∗⟨y, x⟩ ≤ 1 meaning x ∈ (K∗)∗ or K ⊂ (K∗)∗.

Assume finally x /∈ K. By the separation lemma 16.4.0.2, there exists e ∈ E \ {0}, δ ∈ R such that

⟨x, e⟩ > δ and for any k ∈ K, ⟨k, e⟩ < δ. But δ > 0 because 0 ∈ K allowing to define y = e/δ which

belongs to K∗ because for any k ∈ K, ⟨k, y⟩ < 1. Because ⟨x, y⟩ > 1, this implies x /∈ (K∗)∗.

Example(s) 16.6.0.4. Let us give a few examples of computation of dual polar.

1. For any S ∈ S++
d , the polar dual of the ellipsoid (12.6.4) ES of Rd is ES−1 . Indeed, using the polar

involution, one just has to prove ES−1 ⊂ (ES)
∗. Let X ∈ ES−1 , i.e.∥X∥S−1 ≤ 1. The Cauchy-Schwartz

(12.2.2.2) inequality for the Euclidean norm ∥∥̇S gives for any Y ∈ ES

⟨X,Y⟩ ≤ ∥X∥S−1∥Y∥S ≤ 1

hence X ∈ (ES)
∗.

2. The set of Platonic solids is self-dual (up to rescaling) according o the picture below (16.7.0.1).

The computation of the polar dual of an ellipsoid and the formal properties of polar duality give imme-

diately
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Tetrahedron

Cube/Octahedron

Dodecahedron/Icosahedron

Duality of Platonic Solids

Corollary 16.6.0.5 (John’s ellipsoid). Let K be a convex body. Then, the polar dual of the Loewner

ellipsoid of K∗ (13.4.0.1) is the unique ellipsoid of minimal volume contained in K. By duality,

Remark(s) 16.6.0.6. The lemma 16.6.0.3 is valid in a much more general setting but the polar dual

has to be defined in the topological dual endowed with the so called ∗-weak topology ([10]). With these

appropriate definitions, the proofs of the statements are analogous to the previous one.

16.7 Additional Exercises

Exercise(s) 16.7.0.1. TBD

Exercise(s) 16.7.0.2. Let n be an integer. We denote Sn the set of permutations of {1, . . . , n}. For

σ ∈ Sn, we define the permutation matrix Mσ = (aij) ∈ Mn(R) by

aij = δσ(i)j .
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A matrix M = (aij) ∈ Mn(R) is called bistochastic if aij ≥ 0 for all i, j and

n∑

j=1

aij =

n∑

i=1

aji = 1 ∀i = 1, . . . , n.

We denote Bn the set of bistochastic matrices of Mn(R).

1. Show that Bn is compact and convex.

2. Show that a permutation matrix is an extreme point of Bn.

3. Let Fn be the vector space of matrices M = (aij) ∈ Mn(R) such that

n∑

j=1

aij =

n∑

i=1

aji = 0.

Show that dimFn = (n− 1)2.

4. Let M be an extreme point of Bn. Show that M has at most 2n− 1 non-zero entries.

5. Deduce that M is a permutation matrix.

6. Let M ∈ Bn be a bistochastic matrix. Show that there exist λ1, . . . , λk > 0 and permutation matrices

M1, . . . ,Mk such that

k∑

i=1

λi = 1 and M =

k∑

i=1

λiMi and k ≤ (n− 1)2 + 1.

7. Let H be a subgroup of finite index n of G. Let Li be the elements of the set G/H (left translates of

H and Ri the elements of H \ G (right translats of H). Proves that there exists n elements gi ∈ G

and σ ∈ Sn such that Li = giH and Ri = Hgσ(i) [Consider the matrix Card(Gi ∩Hj)].

Exercise(s) 16.7.0.3. Helly TBD

Exercise(s) 16.7.0.4. Dualité des cônes TBD

Exercise(s) 16.7.0.5. Polytopes TBD
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Chapter 17

Complex Hermitian Spaces

Charles Hermite

17.1 Perspective

We give basics results on Hermitian Geometry by analogy with the Real Eu-

clidean Geometry. To emphasize the analogy, we will keep the same plan like

the one of the Euclidean case and give the statements in their suitable adapted

form. But we will only give detailed proofs for statements requiring new ideas

or different calculations letting to the reader to verify that the other proofs are

straightforward adaptations of those in the Real case. We should have give a

unified and short presentation but we think that repetition, self mathematical

practice and progressive generalizations are often at the earth of mathematical

education.

215
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17.2 Basics on Hermitian Geometry

Definition 17.2.0.1. Let V be a a finite-dimensional C-vector space of dimension d.

• A sesquilinear map on V is a map




V ×V → C

(v, w) 7→ ⟨v, w⟩

on V is a map which is

1. additive in each variable

2. skew-linear in the first variable: ⟨λv,w⟩ = λ⟨v, w⟩

3. linear in the second

• An Hermitian map on V is a sesquilinear map on V which is skew-symmetric: ⟨w, v⟩ = ⟨v, w⟩. In

particular ⟨v, v⟩ ∈ R.

• An Hermitian scalar product on V is a Hermitian map which is positive definite: ⟨λv, v⟩ ∈ R∗+

unless v = 0. We will then simply say that V is an Hermitian space.

In this chapter, (V, ⟨., .⟩) will denote an Hermitian space (17.2.0.1).

17.2.1 Examples

Example(s) 17.2.1.1. • The restriction of an Hermitian scalar product V, ⟨., .⟩ to a (complex) sub-

space is a scalar product: any such finite dimensional vector subspace has the canonical structure of

an Hermitian space, with which it is implicitly equipped. In particular, Cn has a standard Hermitian

structure defined by

⟨z, z′⟩ =t zz′ =
∑

ziz
′
i.

• If (X, µ) is a measured space, then a scalar product on L2(X, µ;C) is defined by

⟨f, g⟩ =
∫
fgdµ.

Therefore, any of its finite dimensional subspace is an Hermitian space.

• If M ∈ Mp,q(C), then ⟨M,N⟩ = tr(tMN) is a Hermitian scalar product. For this, consider M = (aij)

and compute the diagonal terms of tMM = (bij) :

bjj =
∑

k

akjakj =
∑

k

|akj |2
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and

tr(tMM) =
∑

i,j

|aij |2

hence ⟨M,M⟩ > 0 unless M = 0.

17.2.2 Hermitian Norm

The following remark is obvious but important and we set ∥v∥ =
√
v2.

Lemma 17.2.2.1. The real part of a Hermitian inner product is an inner product on the underlying R-

vector space. In particular, it is a normed vector space with a norm satisfying ∥λv∥ = |λ|∥v∥ = |λ|
√

⟨v, v⟩.

A usual, we write v2 for ⟨v, v⟩ and we have by simple bilinearity

(v + w)2 = v2 + 2Re⟨v, w⟩+ w2

proving the usual Pythagoras theorem: if and only Re⟨v, w⟩ = 0, the latter

condition being formally different from the Euclidean case.

By 12.2.2.2, we deduce the complex Cauchy-Schwarz inequality :

Proposition 17.2.2.2 (Complex Cauchy-Schwarz Inequality). Let V be an Hermitian vector space. We

have Re⟨v, w⟩ ≤ ∥v∥∥w∥ with equality if and only if v, w are positively linked. In particular ∥∥̇ is a norm.

Remark(s) 17.2.2.3. The previous bilinearity relation immediately give the median formula

(i) ∀v, w ∈ V, ∥v + w∥2 + ∥v − w∥2 = 2(∥v∥2 + ∥w∥2).

With this underlying Euclidean structure, the unit sphere is {z ∈ Cn|∑ |zi|2 = 1} and the distance on

the sphere (12.3.0.2) reads in this case d(z, z′) = arccosRe⟨z, z′⟩.

17.2.3 Dual of an Hermitian space, Orthogonal

The skew symmetry needs to be a little bit carefully for adapting (12.2.3). Let us denote by V the abelian

group V with twisted vector space structure (λ, v) 7→ λ∗v = λv. Of course, a basis of V defines a basis of
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V and therefore an isomorphism between V and V: these two spaces have the same dimension. But with

such a generality, the reader will convince himself that there is note any canonical isomorphism V ≃ V.

The partial map 



V → V∗

v 7→ (w 7→ ⟨v, w⟩)

is a linear isomorphism identifying the dual V∗ with V. Like in the Euclidean case, for every subspace F

of V,this isomorphism identifies F⊥ with the usual Hermitian orthogonal F⊥ = {v ∈ V|⟨v.F⟩ = {0}} and

we get as before dimension formula and the orthogonal (Hermitian) decomposition

dim(F⊥) = d− dim(F) and F
⊥
⊕F⊥ = V.

In particular, the orthogonal projection pF onto F is well defined (and C-linear).

17.2.4 Orthogonalization

Like in 12.2.5.1, we have

Proposition 17.2.4.1 (Gram-Schmidt Algorithm.). Let e1, · · · ed be a free family in the Euclidean space

E. Then, there exists a unique orthonormal family ε1, · · · , εd such that

• Span (e1, · · · ei) = Span (ε1, · · · , εi) for i = 1, · · · , d.

• (ei, εi) ∈ R∗+ for i = 1, · · · , d.

In particular, V admits an orthonormal basis.

And, like in the Euclidean case, we get

Corollary 17.2.4.2. Every real matrix M ∈ GLn(C) uniquely decomposes into a product M = QR with

Q unitary and R upper triangular with diagonal coefficients > 0.

and its corollary (see 12.2.5.5)

Corollary 17.2.4.3 (Complex Hadamard Inequality). Let Ai be the columns of a complex square matrix

A. Then, det(A) ≤ ∏ ∥Ai∥ with equality if and only the columns are perpendicular.

17.2.5 Gram matrice, Minimization of distances

Let us first adapt the notion of symmetric matrix in this Hermitian context.
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Definition 17.2.5.1. A complex matrix H is said to be Hermitian if tH = H.

Exercise(s) 17.2.5.2. Prove that the space of dimension n Hermitian matrix is a real vector space but

not a complex vector space and give its dimension.

The Gram matrix of a finite family vi ∈ V is the Hermitian matrix Gram(vi) = (⟨vi, vj⟩). We’ll denote

again its determinant by gram(xi). Like in 12.2.6.1 we get the matrix computation of the Hermitian

product

(ii) ⟨x, y⟩ = tXGram(vi)Y

where X,Y are the (complex) column vector of the xi, yi respectively. The determinant of an Hermitian

matrix being real because it is its own conjugate, gram(xi) is a real number. The following corollary is

the straightforward adaptation of (12.2.6.1) in the Euclidean case (compare also with § 19 and § 20).

Corollary 17.2.5.3. Let vi, wj ∈ V be finite families and assume there exists relations wj =
∑
i pi,jvi.

Let P = (pi,j) be the corresponding (possibly rectangular) complex matrix. Finally, let x =
∑
xi, y =

∑
yivi ∈ V and X,Y the column vectors of the xi, yi’s. Then, one has

1. ⟨x, y⟩ = tXGram(vi)Y

2. Gram(wi) =
tPGram(vi)P.

3. gram(vi) = 0 if the vi’s are not independent and is > 0 else.

and we get complex version of (12.2.7.1)

Proposition 17.2.5.4. Let fi, i = 1, . . . , d is a basis of a subspace F of F and x ∈ E. Let pF be the

orthogonal projection to F and d(x,F) = infy∈F ∥x− y∥ the distance form x to F.

1. The projection pF(x) is the only point y ∈ F such that d (x,F) = ∥x− y∥.

2. d(x,F)2 = ∥x− pF(x)∥2 =
gram(x, fi)
gram(fi)

.

17.3 Adjoint morphism
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Proposition 17.3.0.1. Let B = (ei) be a basis of V and f be an endomorphism of V . There exists a

unique endomorphism f∗ of V, called the adjoint of f such that

1. For all x, y ∈ V,

⟨f(x), y) = ⟨x, f∗(y)⟩.

2. One has

Mat(B, f∗) = Gram(ei)
−1tMat(B, f)Gram(ei)

In particular, f and f∗ have the same rank

3. If moreover B is orthonormal, we have

Mat(B, f∗) = tMat(B, f).

Proof. Let us denote G = Gram(ei) and A = Mat(B, f). We write the sought identity in terms of

matrices taking into account ⟨x, y⟩ = tXGY (17.2.5.3)

t(AX)GY = tXtAGY = tXGG
−1tAGY = tXG(G

−1tAG)Y

which allow to defines f∗ by the equality Mat(B, f∗) = G
−1tAG. All the items follow immediately.

For instance, isometries f of V are isomorphisms such that f−1 = f∗. Usual properties of transposition

give the usual formulas (linearity of adjunction, (f ◦ g)∗ = g∗ ◦ f∗, Id∗ = Id. Note that in this Euclidean

case, f and f∗ are similar (5.5.0.3).

17.4 Complex Normal endomorphisms

Definition 17.4.0.1. We say that f ∈ End(V) is Hermitian if f = f∗, skew-Hermitian if f = −f∗ and

unitary if f ◦ f∗ = Id or, equivalently, if f−1 = f∗, normal if f ◦ f∗ = f∗ ◦ f . The subgroup1U(V) (resp.

SU(V)) of GL(V) of unitary morphisms (resp. of SL(V) of determinant 1 unitary matrices) is called the

unitary group (resp. the special unitary group SU(V)). If V is Cn with its standard hermitian form, we

simply denote U(V) (resp. SU(V)) by Un (resp. by SUn). Replacing f, f∗ by the complex square matrices

M, tM, we get the corresponding notions on matrices.

17.4.1 Reduction of Complex Normal endomorphisms

Due to the fact that any complex endomorphism has at least one eigenvalue, it has always at least one

stable line. Therefore, the reduction theorem of complex endomorphism is simpler that in the real case

(12.6.1.3):
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Theorem 17.4.1.1 (Reduction of Complex Normal endomorphisms). Complex normal endomorphisms

f ∈ End(V) are endomorphisms such that there exists an orthonormal basis B such that Mat(cB, f) is

diagonal.

Like in the Euclidean case, the theorem follows directly by induction from the following key lemma,

complex variant of the key lemma (12.6.1.1 )

Proposition 17.4.1.2. The orthogonal of a stable subspace of a normal endomorphism f is stable by

fand its restriction to each of these spaces is normal.

Proof. We proceed like in (12.6.1.1 ): after chosing a suitable orthonormal basis, we are reduced to prove

that if the complex matrix

M =


A C

0 B


 normal, then C = 0 because both A and B are obviously normal. We copy the proof

of (17.4.1.2: the(1, 1) block of MtM − tMM is CtC + AtA − tAA and is zero. Taking its trace, we have

tr(CtC) =
∑ |ci,j |2 = 0 and thus C = 0.

17.4.2 Reduction of Unitarian endomorphisms

We assume that E is a Hermitian space equipped with an orthonormal basis B.

Lemma 17.4.2.1. Let u be an endomorphism of E. The following properties are equivalent.

• u ∈ U(E) ;

• for any x ∈ E, we have ∥u(x)∥ = ∥x∥ ;

• u ◦ u∗ = Id ;

• u∗ ◦ u = Id ;

• Mat(u,B) ·tMat(u,B) = I ;

• tMat(u,B) ·Mat(u,B) = I ;

• the columns of Mat(u,B) form an orthonormal basis ;

• the rows of Mat(u,B) form an orthonormal basis ;

• u transforms an orthonormal basis into an orthonormal basis.

Moreover, the modulus of any eigenvalue of u is 1
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Proof. Only the last assertion is specific to the unitary case. Let x be a nonzero eigenvector of u with

eigenvalue λ. One gets

0 ̸= ⟨x, x⟩ = ⟨x, u∗u(x)⟩ = ⟨u(x), u(x)⟩ = |λ|2⟨x, x⟩

and therefore |λ| = 1.

Corollary 17.4.2.2. If u ∈ U(E), then |detu| = 1 and thus SU(E) = det−1{1} ∩ U(E) is a normal

supbgroup.

From the lemma end the reduction theorem 17.4.1.1, we get

Corollary 17.4.2.3 (Reduction of Isometries). A morphism u of V is unitary if and only there exists an

orthonormal basis B of V, real numbers θj (well defined ( mod 2π) up to order) such that Mat(u,B) =

diag(exp(iθj)).

Observing that diag(iθj) is skew-Hermitian, we get (compare with 12.6.2.5)

Corollary 17.4.2.4. The continuous map exp : An(C) → Un(C) (resp. exp : An,0(C) → SUn(C)) is

surjective, where An(C) (resp. An,0(C)) denotes the R-vector space of skew-Hermitian matrices (resp.

traceless skew-Hermitian matrices). In particular, Un(C) (resp. SUn(C)) is path-connected.

17.4.3 Reduction of Hermitian endomorphisms

Lemma 17.4.3.1. The eigenvalues of an Hermitian matrix endomrohism u are real.

Proof. Let x be a nonzero eigenvector of u with eigenvalue λ. One gets

λ⟨x, x⟩ = ⟨u(x), x⟩ = ⟨x, u∗u(x)⟩ = ⟨x, u(x)⟩ = λ|⟨x, x⟩

and therefore λ = λ because ⟨x, x⟩ ≠ 0.

From the lemma and the general reduction theorem 17.4.1.1, we get
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Theorem 17.4.3.2 (The Spectral theorem for Hermitian endomorphisms). The Hermitians endomor-

phisms are the endomorphisms whose matrix in a suitable orthonormal basis is real diagonal. Matricially,

Hermitianmatrices H are the orthogonally real diagonalizable matrices: there exists an unitary matrix U

and a real diagonal matrix ∆ such that tUU = Id and U−1MU = tUMU = ∆.

We define (compare with chapter 19 and (12.6.3.4)

Definition 17.4.3.3. Let H be an Hermitian matrix. We define the associated Hermitian bilinear form

of S on Cn = Mn,1(C) by the formula ⟨X,Y⟩H = tXHY. We say that H is positive definite if this form

is an Hermitian scalar product.

Corollary 17.4.3.4. A Hermitian matrix H is positive definite if and only if its eigenvalues are > 0.

Proof. Let us write H = U−1∆U = tO∆O with δ = diag(λi) real diagonal. Then, for any X ∈ Cn

⟨X,X⟩H = tXHX = tXtU∆UX =
∑

i

λi|ξi|2

where t(ξi) = UX

Assume λi > 0 for all i. Then, ⟨X,X⟩HS ≥ inf(λi)
∑ |ξi|2 ≥ 0 and ⟨X,X⟩H = 0 only if

∑ |ξi|2 = 0, that

is to say of UX = 0 and therefore X = 0 because U is invertible being unitary.

Conversely, assume that H is positive definite and define Xi = U−1ei. Then, ⟨Xi,Xi⟩H = λi > 0.

Notice that another way to understand the proof is that the Hermitian scalar product is simply given by

the formula
∑
λi|ξi|2 in the coordinates ξi of an orthonormal basis of eigenvectors of H.

Exercise(s) 17.4.3.5. Prove that the set of Hermitian positive definite matrices is convex and therefore

connected.

Exercise(s) 17.4.3.6 (Simultaneous Reduction). Let H,H′ ∈ Mn(C) be two Hermitian matrices with H

positive definite. Prove, there exists an invertible matrix Π ∈ GLn(C) and a real diagonal matrix ∆ such

that tΠHΠ = Id and tΠH′Π = ∆ [Adapt the proof of (12.6.3.6)].

Exercise(s) 17.4.3.7. Let H1,H2 be Hermitian positive matrices. Prove det(H1 + H2) ≤ det(H1) +

det(H2).
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17.5 Topological Properties of the Unitary Group

Proposition 17.5.0.1. The groups U(E) and SU(E) are compact and path connected.

Proof. We already know the connectedness (17.4.2.4.

We then consider the map f : M ∈ Mn(C) 7→tMM. We have Un(C) = f−1(In), thus Un(C) is closed

in Mn(C). To show that U(n) is bounded, we consider the norm induced by trtMM. We have Un(C) ⊂
B(0,

√
n) proving the compacness of Un(C). The determinant map being continuous (it is polynomial),

the compactness of SUn(C) follows.

17.5.1 Study of H++
n

We denote Hn (resp. H++
n ) as the set of Hermitian matrices (resp. positive definite). Like in the real

symmetric case (13.3.0.4), we straightforwardly , we immediately get

Proposition 17.5.1.1. With the notations above, we have

1. Hn and H++
n are convex.

2. The exponential map exp : Hn → H++
n is a homeomorphism compatible with the transposition.

3. The map Sq : H++
n (R) → H++

n (R) defined by Sq(H) = H2S is a homeomorphism whose inverse is

denoted by H 7→
√
H. Moreover

√
tH =t

√
H.

4. For any H ∈ H++, the complex ellipsoid CEH = {Z ∈ Cn|⟨Z,Z⟩H ≤ 1} is convex compact of volume

(det S)−1/2 volCEId = πn

Γ(n+1) .

5. The volum map H++ →]0,∞[ is strictly convex.

6. If K is a compact subset of Cn whose interior contains the origin, then there exists a unique H ∈ S++

such that EH is the complex ellipsoid of minimal volume containing K.

17.6 Compact supgroups of GLn(C)

From proposition 17.5.1.1, we get exactly like in the real case (13.5.0.2)

Theorem 17.6.0.1. SUn(C) (resp. Un(C)) is a maximal compact subgroup of SLn(C) (resp. of

GLn(C)). Moreover, any compact subgroup GLn(C) is conjugate to a subgroup of Un(C).
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17.6.1 Complex Polar Decomposition.

Finally, from proposition 17.5.1.1, we get like in (13.6.0.1) using that tMM is Hermitian positive definite,

Theorem 17.6.1.1. The map Φ : U(n)×H++
n → GLn(C) defined by Φ(U,S) = US is a homeomorphism

of inverse Ψ : M 7→ Ψ(M) = (M(
√
tMM)−1,

√
tMM). In particular, GLn(C) is path connected.

17.7 Additional Exercises

Exercise(s) 17.7.0.1. Let H be an Hermitian finite dimensionnal space and f ∈ End(H) such that for

every x ∈ H, ⟨f(x), x⟩ = 0.

1. Prove that for all x, y ∈ H, ⟨f(x), y⟩ = 0.

2. Deduce f = 0.

3. Does the analogous result still remain true for Euclidean space?
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18.1 Perspective
In this chapter, V will denote a k-vector space of dimension n + 1 > 0 and

PV the set of the vector lines of V: the n-dimensional projective space (of

V). We will give basics on projective geometry considered as a powerful and

natural compactification of affine geometrya as we will see in the rest of the

book. The main goal of this chapter is to understand homographies in terms

of collinearity of points (18.5.1.3) and (??). It will be crucial to understand

the automorphism group of the general group. Moreover, we will see that the

main points are in dimension ≤ 2 but with a big difference between dimension

1 and dimension 2. This is not surprising because the notion of collinear points

is empty in dimension 1!
aFor basic notions of affine geometry, see 18.6

18.2 Introduction

Definition 18.2.0.1. A projective subspace of dimension d (or codimension n − d) of PV is the set of

lines of W for some (d+1)-dimensional vector subspace W of V. If p ∈ PV, the notation #»p will refer to

some nonzero vector in the line p = k #»p . The bijection f : PV
∼→ PV′ induced by a linear isomorphism

#»

f : V
∼→ V′ (by f(p) = k

#»

f ( #»p )) is called an homography which in turn determines
#»

f up to multiplication

by a nonzero scalar (exercice). If (pi) is a family of points of PV, we set < pi >= PSpan( #»p i) ⊂ PV.

We therefore have the notion of projective line, plane, hyperplane, collinear points (points lying in the

same line) and so on. The projection π : #»p 7→ k #»p induces a canonical identification (V−{0})/k∗ ∼→ PV:

we will use freely these two points of view.

For V = kn+1, we write Pn
k or Pn for P(kn+1) and (X0 : · · · : Xn) for p = π(X0, · · · ,Xn): these Xi’s,

well defined up to multiplication by the same nonzero scalar are called the homogeneous coordinates of

p. One has

∀λ ̸= 0, (X0 : · · · : Xn) = (λX0 : · · · : λXn).

This formula shows that any family (Pj)j of homogeneous polynomial equations in the Xi’s1 (for instance

linear forms) defines a subset of Pn
k:

V((Pj)j) := {(X0 : · · · : Xn)|∀j,Pj(X0, · · · ,Xn) = 0}.

This is the case for linear subspaces PW as above: take the linear forms in W⊥ ⊂ V⋆.

Note that any nonzero value of an homogeneous function f at p does not make any

sense because its value depends on the choice of #»p over p (unless k = F2!).

1Or more generally homogeneous functions on kn+1.
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The dimension formula of intersection in linear algebra immediately gives the inequality

dim(PV1 ∩PV2) ≥ dim(PV1)− codim(PV2)

proving that in projective geometry lines and hyperplanes always meet! In particular, two lines in the

projective plane always intersect.

18.3 Topology of real or complex projective space

Lemma 18.3.0.1. Let G be a group acting (on the left) isometrically on a metric space (X, d). Assume

that for all x, x′ ∈ X, the real (d/G)(x mod G, x′ mod G) = infG×G′ d(gx, g′x′) is reached. Then,

(d/G) is a distance on the quotient G \ X. This is the case for instance if G is a compact group acting

continuously on X.

Proof. If (d/G)(x mod G, x′ mod G) = 0, then for some g, g′ ∈ G one has

0 = (d/G)(x, x′) = d(gx, g′x′)

hence gx = g′x′ implying x mod G = x′ mod G.

For the triangle inequality, let us consider x1, x2, x3 ∈ X such that (d/G)(xi mod G, xi+1 mod G) =

d(xi, xi+1), which is possible because G acts isometrically. For any gi ∈ G, one has

(d/G)(x1 mod G, x3 mod G) ≤ d(g1x1, g3x3) ≤ d(g1x1, g2x2) + d(g2x2, g3x3)

Let g1, g2 ∈ G such that

(d/G)(x1 mod G, x2 mod G) = d(g1x1, g2x2)

Then, choose γ2, γ3 ∈ G such that

(d/G)(x2 mod G, x3 mod G) = (d/G)(g2x2 mod G, x3 mod G)

Because,

(d/G)(g2x2 mod G, x3 mod G) = d(γ2(g2x2), γ3x3) = d(γ2(g2x2), γ
−1
2 γ3x3)

and set g3 = γ−1
2 γ3, we get the triangle inequality for (d/G).

The last point is due to the fact that the map (g, g′) → d(gx, g′x′) is continuous on a compact and

therefore that its infimum is a minimum.
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Corollary 18.3.0.2. Let S be the Euclidean sphere in kn+1 with k = R or k = C. We endow S with

its geodesic distance d(x, y) = arccosRe⟨x, y⟩ (12.3.0.2). Let G be the multiplicative group of module 1

elements of k∗ acting diagonally on X and denote Pn(k) the quotient G \ S.

1. The group G acts by isometry.

2. (d/G)(x mod G, y mod G) = arccos |⟨x, y⟩|.

3. (x, y) 7→ arccos |⟨x, y⟩| defines a distance on Pn(k).

Proof. For item (1), observe that for any z in the sphere and any X,Y ∈ kn+1 one has

Re(t(zX)(zY)) = Re(|z|2t(X)(Y)) = Re(t(X)(Y))

For item (2) in the complex case, let us write ⟨x, y⟩ = r exp(iθ) with r ≥ 0 and θ real. Then,

Re⟨eiαx, eiα′
y⟩ = rRe exp(i(θ − α+ α′) = r cos(θ − α+ α′)

whose supremum is r = |⟨x, y⟩| (obtained for θ − α + α′ = 0). Because arccos is decreasing, item (2)

follows for the complex case, the real case being analogous (and simpler).

The two first items together with the previous proposition gives (3).

Exercise(s) 18.3.0.3. TBD Définir la topo quotient, mettre que projection ouverte ssi saturé ouvert.

Critère séparation. En déduire directement la compacité du projectif et que la topologie métrique est la

topo quotient.

18.4 Algebraic and Geometric descriptions

18.4.1 Homogeneous coordinates

Definition 18.4.1.1. Let S be a set (or a family) of points of an n ≥ 0-dimensional projective space. We

say that S is in linear general position if any subset (or subfamily) of k ≤ n points spans a (k− 1)-plane.

Remark(s) 18.4.1.2.

• Note that if S has at least n + 1 points, then S is in linear general position if every subset of n + 1

points spans PV.
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• ε0 = [1 : 0 : · · · : 0], ε1 = [0 : 1 : · · · : 0], . . . , εn = [0 : 0 : · · · : 1], εn+1 = [1 : 1 : · · · : 1]} are

in general position in Pn
k.

• If n = 1, any family of distinct points is in general position.

Lemma 18.4.1.3. Let φ : S → S′ be a bijection between projective frames of n-dimensional spaces

PV,PV′. There exists a unique homography f : PV → PV′ induced by φ.

Proof. Let us choose #»s i,
#»s ′
i, i ≤ n+1 in V,V′ projecting onto S,S′and a linear map inducing the sought

f . The n+ 1-first elements form a basis of V,V′ and we have

#»s n+1 =
∑

i≤n
λi

#»s i and #»s ′
n+1 =

∑

i≤n
λ′i

#»s ′
i

with
∏
λiλ

′i ̸= 0 because the points of S,S′ are in general position. The equality φ(si) = #»s ′
i forces

#»

f (si) = µi
#»s ′
i and therefore for i = n+ 1

∑

i≤n
λiµi

#»s ′
i = µn+1

∑

i≤n
λ′i

#»s ′
i

giving µi = µn+1
λ′
i

λi
.

Definition 18.4.1.4. A family pi ∈ PV of (n+2) points in general positions is called a projective frame,

εi being called the standard projective frame of P.k (18.4.1.2). The image π(p) of any p ∈ PV by the

unique homography π : PV → Pn
k mapping pi to εi is called the homogeneous coordinates of p.

Exercise(s) 18.4.1.5. If k = R,C, prove that homogeneous coordinates define a continuous open map

V − {0} → Pn
k with the above topology of Pn

k (18.3). Deduce that P1
R is homeomorphic to a circle.

18.4.2 Affine charts

Let p ∈ V and φ ∈ V⋆ a linear form non vanishing at p. As before, the equation φ(p) = 0 makes sense

because the vanishing of φ( #»p ) depends only on p. One certainly have the partition

PV = ((φ ̸= 0) = {p ∈ PV|φ( #»p ) ̸= 0}) ⊔ ((φ = 0) = {p ∈ PV|φ( #»p ) = 0}).

One has the straightforward lemma
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Lemma 18.4.2.1. Let Aφ be the n-dimensional affine hyperplane of V of (affine) equation φ = 1. Then,

the map a 7→ ka is a bijection Aφ
∼→ (φ ̸= 0) ⊂ PV of inverse p 7→ #»p /φ( #»p ).

In particular, p is contained in the n-dimensional affine space Aφ with complement the n−1 dimensional

projective hyperplane PKer(φ), called the hyperplane at infinity.

A𝞿

(𝞿=0)-∞P2

p1

p2

p3

Example(s) 18.4.2.2. If n = 1, an hyperplane is just a point and P1
k = A1

k⊔{∞}. If φ is (X0,X1) 7→ X1,

one has ∞ = (0; 1) and (X0; X1) = X0/X1 = k = A1
k. Geometrically, it "looks like a circle". With this

point of view, any family of three distinct points is a projective frameof P1
k, the family is 0, 1,∞ being the

standard one (18.4.1.2).

Proposition 18.4.2.3. With the above notations, one has

• The affine lines of Aφ identify with projective lines on PV not contained in PKer(φ).

• Two affine lines of Aφ are parallel if and only if they meet in (one) point of PKer(φ) (ones says

that they mette at infinity).

• The notions of affine and projective collinearity of points of Aφ coincide.

Proof. Left to the reader.
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Affine lines

. ,

. .
.

.
.

.

.

Projective lines

The above plane picture illustrate the fact that parallel lines intersect in the horizon line, except a priori

if these lines are parallel to the horizon (their meeting point is the infinite point of the (unique) horizon

projective line).

Explicitely if V = kn+1 and Xi, i ≤ n the standard coordinates, Pn
k is covered by the n+ 1 affine spaces

(Xi ̸= 0), each having (affine) coordinates Xj/Xi, j ̸= i in the sense where the map




(Xi ̸= 0)
∼→ An

k

(X0 : · · · : Xn) 7→ (Xj/Xi)j ̸=i

is bijective.

Exercise(s) 18.4.2.4. If k = R,C, prove that (φ ̸= 0) is open and dense in Pn
k with the above topology

(18.3)2.

18.4.3 Lifting of affine isomorphisms, tbd

Compare with 18.6.1.2 and 18.4.2.3.

We will

18.5 The Fundamental theorem of Projective Geometry

18.5.1 Statement of the main theorem

Definition 18.5.1.1. Let A,A′ be two affine spaces over two fields k, k′ with underlying vector spaces

V,V′. Let α : A → A′ and κ : PV
∼→ PV′ be bijective maps.

1. α is a skew-affine isomorphism if there exists a field isomorphism σ : k
∼→ k′ and a σ-linear isomor-

phism #»α such that for any a, b ∈ A
#                 »

α(a)α(b) = #»α(
#»

ab).

2. κ is skew-homography if there exists a field isomorphism σ : k
∼→ k′ and a σ-linear isomorphism

#»κ : V
∼→ V′ such that for any p ∈ PV, one has κ(p) = #»κ (< p >).

3. κ is a collineation of dimension n if κ preserves collinearity.

2The savant reader will check that the above open covering defines a variety structure in the real or complex case.
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Of course, if k = Fp,Q, any skew-homography is an homography, simplifying the preceding definitions.

But it is also the case for the real field.

Lemma 18.5.1.2. The identity is the only field endomorphism of R.

Proof. Let f be any field endomorphism of R. The kernel of f is an ideal of the field R which cannot be

R because f(1) = 1: this is {0} and f is injective. By additivity, f is the identity on Z and therefore on Q

by multiplicativity and injectivity. Because any positive number is a square, f maps positive numbers on

positive nummbers (multiplicativity) and therefore is increasing (additivity). By density of the rationnal,

one concludes f = Id.

Of course, a skew-homography is a collineation. We would like to prove the reverse statement in dimension

> 1 (in dimension ≤ 1 any bijective map is a collineation!).

Theorem 18.5.1.3. Any collineation of dimension n > 1 is a skew-homography.

As often in 2, the key argument lies in dimension 2. Even it is not necessary, we have therefore chosen

to split the proof in two parts (dimension 2 and reduction to the dimension 2 case. We think that the

elementary nature of the arguments are more transparent this way.

18.5.2 The dimension 2 case

Let’s assume n = 2 and let κ be a collineation of projective planes. We will prove a few lemmas to reduce

to an affine plane statement which will be solved by elementary geometric arguments.

Let p ̸= q be two points of PV ant let p′ = κ(p), q′ = κ(q). By assumption, κ(< p, q >) ⊂< p′, q′ >.

Because n > 1, one has < p, q > ̸= PV.

Lemma 18.5.2.1. Let z /∈< p, q >.

1. z′ = κ(z) ̸∈< p′, q′ >.

2. The images of points in general positions are in general positions.

3. κ(< p, q >) =< p′, q′ >.

Proof. Assume z′ ∈< p′, q′ > and let’s prove that this should imply that κ(PV) ⊂< p′, q′ > contradicting

the surjectivity. Let x ̸= z and ξ the point of < z, x > ∩ < p, q >. Then κ(ξ) ∈< p′q′ > and therefore

κ(x) ∈< z′, κ(ξ) >=< p′, q′ > because z′ ∈< p′, q′ >, proving the first point.
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z

p

q

x

x

The second point is a reformulation of the fist one.

Assume that z′ = κ(z) ∈< p′, q′ > (κ is surjective). The first point implies z ∈< p, q > as wanted.

Let D be a projective line of PV and D′ = κ(D). Let A,A′ be the affine planes complement of the

lines at infinity D,D′ in PV,PV′ respectively. Because parallel affine lines identify with projective lines

intersecting at infinity, the lemma 18.5.2.1 shows that κ induces a bijective map α : A
∼→ A′ mapping

affine lines onto lines and preserving parallelism.

Lets us first show that it’s enough to study α to determine κ.

Lemma 18.5.2.2. If α : A → A′ is skew-affine, then κ is a skew-homography.

Proof. Let us choose homogeneous coordinates Xi,X
′
i, i = 0, 1, 2 on PV and PV′ such that the equation

of D,D > are X2 = 0 and X′
2 = 0 respectively. The affine coordinates on A are xi = Xi/X2, x

′
i =

X′
i/X

′
2, i = 0, 1. By construction, α can be matricially written as


x0
x1


 7→ A


σ(x0)
σ(x1)


+B

for A ∈ GL2(k
′),B ∈ k′2. Let h : PV → PV′ be the skew-homography defined by the σ-isomorphism

matricially defined by



X0

X1

X2


 7→



A


σ(X0)

σ(X1)


+ σ(X2)B

σ(X2)




Then, δ = κ ◦h−1 is a collineation which is the identity on A = PV−D. Let us chose O ∈ A and ξ ∈ D.

Then,

δ(< O, ξ >) =< O, δ(ξ) > and δ(D) = D

thanks to lemma 18.5.2.1. Taking the intersubsection with D we get δ(ξ) = ξ and κ = h.

The proof of the main theorem 18.5.1.3 in our dimension 2 situation will directly follow from
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Lemma 18.5.2.3. Any bijective map α : A
∼→ A′ of affine planes mapping affine lines onto affine lines

and preserving parallelism is a skew-affine isomorphism.

Proof. Choosing an origin O ∈ A and f(O) in A′, one can assume that A =
#»

A,A′ =
#»

A′ are vector

planes.

Let x, y be two non-zero collinear vectors. Then < 0, x >∥< y, x+ y > and < 0, y >∥< x, x+ y > implies

< 0, α(x) >∥< α(y), α(x+ y) > and < 0, α(y) >∥< α(x), α(x+ y) > meaning α maps the parallelogram

(O, x, x+ y, y) to the parallelogram (O, α(x), α(x+ y), α(y) implying α(x+ y) = α(x)+α(y) in this case.

If they are collinear, choose z non colinear to x, y and therefore not colinear to x + y. By the previous

obsrvation, we get α((x + y) + z) = α(x + y) + α(z). But x is also not collinear to y + z and y is not

collinar to z. Therefore α(x+(y+ z)) = α(x)+α(y+ z) = α(x)+α(y)+α(y+ z) implying the additivity

of α.

Let λ ∈ k and x ∈ A − {0}. We have α(x) ̸= 0. Because 0, x, λx and therefore so are 0, α(x), α(λx)

are collinear, there exists σ(λ, x) ∈ k′ such that α(λ, x) = σ(λ, x)α(x). One sets α(λ, 0) = 0 (nptice

that the previous equality remains valid). Let’s first check that σ(x, λ) dos note on x ̸= 0. As before,

let first consider x, y two nonzero points. One has α(λ(x + y)) = σ(λ, x + y)(x + y) and (additivity)

α(λ(x + y)) = σ(λ, x)x + σ(λ, y)y implying σ(λ, x) = σ(λ, y) in this case. If x, y are colinear (and non

zero) chose z ̸∈< x, y > and observe σ(λ, x) = σ(λ, z) = σ(λ, y) by the previous result. Let us therefore

z0 ̸= 0 and define σ(λ) = σ(λ, z0). For any x, including zero, one has α(λx) = σ(λ)x. The formulas

α((λ+ µ)z0) = α(λz0) + α(µz0), α((λµ)z0) = α(λ(µz0)), σ(k)α(z0) = α(< z0 >) =< α(z0) >= k′α(z0)

shows that σ is a field isomorphism as wanted.

Remark(s) 18.5.2.4. The condition of preserving parallelism is superfluous for a bijection of affine

planes that sends lines surjectively onto lines (exercice).

18.5.3 The general case

Let us assume n > 2 and let κ be a collineation a above. We will show how to adapt or use the dimension

2 results and strategy.

The first step to reduce to the affine case was lemma 18.5.2.1 which we generalize to

Lemma 18.5.3.1. Let d ≤ n and p0, . . . , pd points in general positions.

1. The images p′i = κ(p′i) are in general positions.
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2. κ(< p0, . . . , pd >) =< p′0, . . . , p
′
d >.

Proof. Let us chose pd+1, . . . , pn such that pi, i ≤ n are in general position and let us first prove by

induction on i that for any i ≤ n κ(< p0, . . . , pi >) ⊂< p′0, . . . , p
′
i > with p′i = κ(pi). The i = 0 statement

is clear! Assume κ(< p0, . . . , pi >) ⊂< p′0, . . . , p
′
i > and let x ∈< p0, . . . , pi+1 >. By induction, one can

assume z ̸∈< p0, . . . , pi >. The line < pi+1, x > is contained in the projective space < p0, . . . , pi+1 > and

therefore meets its hyperplane < p0, . . . , pi > in ξ. By assumption, κ(x) ∈< pi+1, ξ >⊂< p0, . . . , pi+1 >

proving the inclusion κ(< p0, . . . , pi+1 >) ⊂< p′0, . . . , p
′
i+1 >. For i = n, the surjectivity of κ shows that

p′0, . . . , p
′
n are in general position, and a fortiori so are p′0, . . . , p′d proving the first point.

pi+1

<p0,…,pi>

x

x

Conversely, let z′ = κ(z) ∈< p′0, . . . , p
′
d > (κ is surjective). We argue like in the dimension 2 case : if

z /∈< p0, . . . , pd >, then z, p0, . . . , pd are in general position and by the first point so are z′, p′0, . . . , p′d
proving z′ /∈< p′0, . . . , p

′
d >, a contradiction, proving the subsecond point.

The reduction to the affine case reads as follows. Let H be a projective hyperplane of PV. Thanks to the

preceding lemma, H′ = κ(H) is an hyperplane of PV′ and κ maps lines onto lines. Let A,A′ be the affine

spaces complement of the hyperplanes at infinity H,H′ in PV,PV′ respectively. Because parallel affine

lines identify with projective lines intersubsecting at infinity, the lemma 18.5.3.1 shows that κ induces a

bijective map α : A
∼→ A′ mapping affine lines onto lines and preserving parallelism.

With these notations, we have nothing to change to genralize lemma 18.5.3.2 (except we are in higher

dimension)

Proposition 18.5.3.2. If α : A → A′ is skew-affine, then κ is a skew-homography.

Proof. Same proof of the dimension 2 lemma replacing size 2 matrices by size n matrices.

We conclude the proof of the main theorem as above by the proof of

Lemma 18.5.3.3. Any bijective map α : A
∼→ A′ of affine planes mapping affine lines onto affine lines

and preserving parallelism is a skew-affine isomorphism.
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Proof. One choose origins O,O′ = κ(O) and let x, y ∈ P(V). Let P be a projective plane containg 0, x, y.

By 18.5.3.1, κ maps P to a projective plane P′. Moreover, dim(H ∩ P) = 1 because P ̸⊂ H (O ∈ P)

and dim(H ∩ P) ≥ dim(P) − codim(H). Therefore H ∩ P is a line D like its image κ(D) = D′. We just

have to apply 18.5.2.2 to κ|P : P → P′ and α|P−D = κ|P−D : P − D → P′ − D′ to conclude that α is

skew-linear.

18.5.4 The dimension 1 case

We assume in this section 18.5.4 n = 1.

Definition 18.5.4.1. Let a, b, c, d ∈ PV avec a, b, c distinct and h : PV → P1
k be the unique homography

mapping the projective frame (a, b, c) of PV to the projective frame (0, 1,∞) of P1
k = k⊔{∞}. The value

h(d) = [a, b, c, d] is called the cross-ratio of a, b, c, d. In other words, the cross-ration is characterized by

(h(a), h(b), h(c), h(d)) = (0, 1,∞, [a, b, c, d])

.

In particular, one has

[0, 1,∞, d] = d.

Exercise(s) 18.5.4.2. If moreover a, b, c, d ∈ k = P1
k − {∞} are four distinct points, prove the formula

[a, b, c, d] = c−a
c−b /

d−a
d−b . How many values does take the cross-ratio when you are permuting these entries?

The theorem 18.5.1.3 becomes in the dimension 1 case:

Proposition 18.5.4.3.

1. Any homography preserves the cross-ratio.

2. Any bijection of projective lines preserving the cross-ratio is an homography.

Proof. We keep the notation above. Let h′ be an homography and denote by (a′, b′, c′, d′) the image of

any (a, b, c, d) with a, b, c distinct. So are a′, b′, c′ because h′ is injective. Moreover, the homography h◦h′

maps (a′, b′, c′) to (0, 1,∞) showing

[a′, b′, c′, d′] = (h ◦ h′)(d′) = h(d) = [a, b, c, d] = [h′(a′), h′(b′), h′(c′), h′(d′)].

Conversely, let f : PV → PV′ be a bijection of projective lines such that for any (a, b, c, d) with a, b, c

distinct

[a, b, c, d] = [h(a), h(b), h(c), h(d)].
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Fix (a, b, c) three distinct points, defining therefore a projective frame of PV. Because f is injective, so

does their images. Let h : PV → PV′ the unique homography mapping (a, b, c) to (f(a), f(b), f(c) and

ι : PV → P1
k mapping (a, b, c) to (0, 1,∞). Because both f and homographies preserves the cross ratio,

so does the bijection φ = ι ◦ f ◦h−1 ◦ ι−1 of P1
k. But, φ fixes the three points 0, 1,∞ and for any x ∈ P1

k,

one has

x = [0, 1,∞, x] = [φ(0), φ(1), φ(∞), φ(x)] = [0, 1,∞, φ(x)] = φ(x)

proving φ = Id and f = h.

Exercise(s) 18.5.4.4. More generally, characterize skew-homographies in terms of cross-ratio.

18.6 Reminder on Affine Geometry

For convenience of the reader, we recall some elementary basic facts about affine geometry.

An affine space is the data of a simply transitive (right) action of a vector space
#»

A (finite dimensional

for us) on a (nonempty) set A. For short, we say that A is an affine space. If a1, a2 ∈ A, we denote by

a2 − a1 = −−→a1a2 the unique vector of
#»

A such that a2 = a1 +
−−→a1a2. By definition, the dimension of the

affine space is the dimension of the underlying vector space.

Example(s) 18.6.0.1.

• Any vector space E is an affine by its own action by translation. Conversely, the choice of a point

(an origin) in
#»

A identifies A and
#»

A.

• The space of solutions of a differential equation
∑
aiy

(i) = f is an affine space under the space of

solutions of the homogeneous equation
∑
aiy

(i) = 0.

• If φ ∈ E∗ is any nonzero linear form, the set φ−1(1) is an affine hyperplane of E (under the action

of the hyperplane φ−1(0)) but has no "natural" origin. We will see in a while that this example is

indeed universal.

• As we will see, the space of vector lines not contained in a given hyperplane of a vector space has a

natural structure of affine space (??).

An affine frame of A is a set of n+1 vectors ai, i = 0, . . . , n such that ai−a0, i > 0 is a basis of
#»

A. This

notion does not depend on the numbering of the ai’s : the dimension of A is by definition the dimension

n of
#»

A.

An affine map (or affine morphism) f : A → A′ is an application such that there exists
#»

f ∈ Hom(
#»

A,
# »

A′)

satisfying
−−−−−−−→
f(a1)f(a2) =

#»

f (−−→a1a2) for all a1, a2 ∈ A
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Such an f is unique (hence the notation). Of course, linear affine maps exist and an affine morphism is

uniquely defined by the images of an affine frame like in the linear situation. Fixing an origin of O of A, we

get the usual formula f(a) = f(O) +
#»

f (
−→
Oa). For instance, for A = Rn with its standard affine structure

and origin, we get the usual formula for (endo) affine maps f(X) = AX+ B where A ∈ Mn(R),B ∈ Rn.

An affine subspace B of A is a (nonempty) subset of A which is an affine space under some vector subspace
#»

B of
#»

A (through its induced action on B). In this case, we have simply, as a set,
#»

B = {b− b′, b, b′ ∈ B}.
The dimension theory of vector subspaces translate to the affine situation once we have verified that the

spaces we are looking at are nonempty allowing to reduce to the linear case. For instance, the intersection

of two affine spaces has codimension the sum of the two codimensions unless the intersection is empty:

the reader knows from it childhood that parallel lines exist in the affine plane! This lack of intersection

points is precisely why we will introduce projective spaces (18.2).

18.6.1 Universal vector envelop of an affine space

We have seen in example 18.6.0.1 that a non zero linear form φ the natural hyperplane space φ−1(1).

Let us give two (equivalent) reverse constructions. Let A be an affine space. The geometrical intuition is

clear.

Extrinsic construction. Let us choose an origin O of A, identifying it with the vector space
#»

A, and

consider the vector space Â =
#»

A × k. Then, the map ( #»a , 1) 7→ O+ #»a has inverse a 7→ 0+
0a−→ ans is an

affine isomorphism from A to the affine hyperplane with equation xn+1 = 1 (where xn+1 is the coordinate

on the k factor).

Intrinsic construction. The reader can skip this intrinsic version though it is not only completely formal.

Keeping the notations of example 18.6.0.1, we have

E = ⊔λ∈kλφ−1(λ) = φ−1(0) ⊔ ⊔λ̸=0φ
−1(1)× {λ}

where identify e ∈ φ−1(λ) and (e/λ, λ) for any nonzero λ. In particular, for any nonzero λ, we have the

quite "strange" formula for the scalar multiplication µ(e, λ) = (e, µλ) if µ ̸= 0 and µ(e, λ) = 0 if µ = 0.

As a set, we define

Â =
#»

A ⊔ ⊔λ̸=0A× {λ}

Mapping
#»

A to zero and its complement thanks to the second projection defines a map of sets φ : Â → k.

Of course, we make the identifications thanks to the first projection φ−1(1) = A.

We define a scalar multiplication on each φ−1(λ) by analogy to our previous example: if λ = 0, it is the

scalar multiplication of
#»

A = φ−1(0) and if λ ̸= 0, we define µ⊙ (a, λ) = (a, µλ) if µ ̸= 0 and µ⊙ (a, λ) = 0

if µ = 0.

Let us define the sum ⊕ of two elements â, â′ ∈ Â.

If φ(â) = φ(â′) = 0, the sum is given by the vector space structure on φ−1(0).

If φ(â) = λ ̸= 0, φ(â′) = 0 we have necessarily

â⊕ â′ = (a, λ)⊕ a′ = λ⊙ ((a, 1)⊕ 1

λ
a′)
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and we define

(a, 1)⊕ 1

λ
a′ = a+

1

λ
a′ ∈ A

as the right action of 1
λa

′
#»

Â on a ∈ A.

If φ(â) = 0 φ(â′) ̸= 0, we define

a⊕ a′ = a′ ⊕ a

If φ(â)φ(â′) ̸= 0 because we have the necessary formula â = 1
φ(a ⊙ a, one can assume further φ(a) =

φ(a′) = 1.

If characteristic of k is not 2, we define

a⊕ a′ = 2⊙ (
1

2
a⊕ 1

2
a′)

If the characteristic is 2, we must have a ⊕ a′ = (−a) ⊕ a′ and we define a ⊕ a′ =
−→
aa′. By a both

straightforward and tedious computation3, we get

Proposition 18.6.1.1. With these two laws, Â is a n+1 dimensional vector space, the map φ is linear

and A is canonically isomorphic to φ−1(1). In particular, A is canonically embedded in its so called

projective completion PÂ as an affine chart.

Exercise(s) 18.6.1.2. Let f : A → A′ be an affine map. Prove that there exists a unique morphism

f̂ : Â → Â′ lifting the natural inclusions of these affine spaces to their envelops. Deduce from the

uniqueness property the compatibility between composition and envelop. Prove that if f is moreover

bijective then it can be uniquely lifted to an homography PA
∼→ PA′.

3In fact, choosing an affine frame of A, the reader will observe that Â is identified with Rn+1 and that our two laws

⊙,⊕ become the the usual external product and sums of Rn+1 proving the assertion without two much calculations.
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Chapter 19

Sesquilinear Forms and Projective

Geometry

Besma sesquilinearia

19.1 Perspective

We generalize the Euclidean or Hermitian scalar products to general sesquilin-

ear forms over some field k without assuming any symmetry a priori. We

will see that a lot of notions/methods are valid in this general case, notions

that will be crucial for our study of general quadratic forms (see chapter 21).

This generality is not "just for fun". General sesquilinear forms are strongly

related to projective geometry and even arise in quantum mechanics, at least

historically ([5], § 13 and 14)!
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19.2 Introduction

In the linear case, two equivalent perspectives -morphisms and matrices- complement each other fruitfully

giving rise naturally to an equivalence relation on square matrices, the similarity relation (see chapter 5.

Like in the linear case, two equivalent perspectives -sesqulilinear forms and matrices- complement each

other fruitfully giving rise naturally to a new equivalence relation on square matrices, the congruence

relation. Unlike the linear case, we will see in this bilinear context1 that there is no hope of describing

the classes of congruences in a unified way over any field as in the case of similarity relations. Observe

it is already impossible in dimension 1: a bilinear form up to congruence is a scalar up to multiplication

by a non-zero square of k and that the quotient set heavily depend on the field k!

19.2.1 Notations and Reminders

• σ is an automorphism of a of a field k2.

• A σ-linear map f : E → F between k vector space is an additive map such that f(λx) = σ(λ)f(x)

for any x ∈ E, λ ∈ k.

• In this chapter, E, Ẽ are k-vector spaces3 over k with the same finite dimension n (although most

formal definitions generalize without this assumption as the reader will easily convince themselves).

• We denote by B = (ei), B̃ = (ẽi) basis of E, Ẽ.

• We recall that if B = (ei) and B′ = (e′i) are bases of E (of finite dimension), the columns of the base

change matrix P = MatB,B′(IdE) are the coordinates of the vectors of C′ in the base B. If X = [x]B

(resp. X′ = [x]B′) are the coordinates of x ∈ E in B (resp. in B′), then X = PX′.

19.3 Sesquilinear Forms

Definition 19.3.0.1. We say that bσ : E× E → k is sesquilinear if σ is

• additive in each of the variables

• σ-linear in the first variable: bσ(λx, x̃) = σ(λ)bσ(x, x̃) for all x ∈ E, x̃ ∈ Ẽ, λ ∈ k

• linear in the second variable: bσ(x, λx̃) = λbσ(x, x̃) for all x ∈ E, x̃ ∈ Ẽ, λ ∈ k.

1Apart from the alternating case (20.5).
2The most important case for us being the case where σ is an involution, in particular when k = R and σ = Id or k = C

with σ being the complex conjugation.
3We have chosen E as in Euclid rather than V as in vector to distinguish the quadratic/Hermitian context from the

general vector context.
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If σ = Id, a sesquilinear form is simply called a bilinear form. We define Mat(bσ,B, c̃B) = (bσ(ei, ẽj))i,j ∈
Mn(k).

This introduces the notion of sesquilinear (resp. bilinear) space (a vector space equipped with a sesquilin-

ear form bσ, a morphism between such spaces being a linear map that preserves the forms), a vector

subspace defining a (sub-)sesquilinear space by restriction of bσ.

Remark(s) 19.3.0.2. A fundamental example is k = R, σ = Id,E = Ẽ,B = B̃ (resp. k = C, σ =

conjugation,E = Ẽ,B = B̃) and bσ is a real (resp. complex hermitian) scalar product. In these cases, the

above matrix is nothing but its Gram matrix relative to B.

Like in the Euclidean or Complex Hermitian case (12.2.6) and (17.2.5), we get for X = [x]B and X̃ = [x̃]B̃

(i)
bσ(x, x̃) = tσ(X) ·Mat(bσ,B, B̃) · X̃

Mat(bσ,B
′, B̃′) = tσ(P)Mat(bσ,B)P̃

where P,P′ are the base change matrices from B, B̃ to basis B′, B̃′ of E, Ẽ. Thus, thanks to the

previous formulas (i), the choice of basis B,B′ allows us to identify bσ with its matrix

Mat(bσ,B, B̃), which we will do freely. All properties of bσ will have its matrix counterpart.

19.3.1 Non-degenerate Forms

We denote Eσ the vector space whose underlying group is E whose external multiplication .σ is twisted

by σ, i.e., λ.σx = σ(λ)x. A basis B of E is still a basis noted Bσ of Eσ implying that E and Eσ have the

same dimension.

A σ-linear application f : E → F is therefore a linear map f ∈ Hom(E,Fσ).

In particular, the twisted dual E⋆σ = (Eσ)
⋆ = Homk(Eσ,k) of E is the space of σ-linear forms with a

σ-dual basis B⋆σ which is the dual basis of Bσ.

We can associate with bσ the linear applications

(ii) b̌σ :





Ẽ → E⋆σ

x̃ 7→ (x 7→ bσ(x, x̃))
and b̂σ :





Eσ → Ẽ⋆

x 7→ (x̃ 7→ σ−1(bσ(x, x̃)))

We observe that Mat(bσ,B, B̃) = Mat(b̌σ,B, B̃
⋆
σ) and tMat(bσ,B, B̃) = σ−1(Mat(̂bσ),Bσ,B

⋆)).

Definition 19.3.1.1. We define the left kernel Ker bσ of bσ as

Ker bσ = Ker b̂σ = {x̃ ∈ E, ∀x ∈ E, bσ(x, x̃) = 0}.

We say a bilinear form bσ is non-degenerate if its kernel is null, i.e., if its matrix in a basis B is invertible.
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In particular, we have bσ(E,Ker(bσ)) = {0}.

A non-degenerate form thus identifies Ẽ with the twisted dual E⋆σ via ii).

Remark(s) 19.3.1.2. • If we identify E, Ẽ with kn thanks to B, B̃, by (i) we have Ker(bσ) =

Ker(Mat(bσ,B, B̃)).

• If we had swapped the roles of x and x̃, i.e. used b̂σ to define the right kernel, it would have been the

kernel of the transpose tMat(bσ,B, B̃). The notion of degeneracy would not have changed.

• In the non-degenerate case, tb̂σ ∈ Hom(Ẽ,E⋆σ) is an isomorphism: we then traditionally define the

asymmetry

β = tb̂−1
σ ◦ b̌σ ∈ Endk(E

⋆
σ) = Endk(Ẽ)

of the non-degenerate form bσ. It is the unique isomorphism verifying

bσ(y, x) = bσ(β(x), y)

for all x, y ∈ E. Its matrix4is simply σ(Mat(̂bσ),Bσ,B
⋆)−1)Mat(b̌σ,B, B̃

⋆
σ).

If bσ is degenerate, then the associated matrix in a basis adapted to the direct sum of the kernel and an

arbitrary complement has dimKer bσ zero columns.

19.4 (Left) Orthogonality

Definition 19.4.0.1. If F ⊂ E is a subset, the left orthogonal of F is the vector subspace of E.

F⊥ = {x̃ ∈ E, ∀x ∈ F, bσ(x, x̃) = 0} .

Thus we have b(F,F⊥) = {0}. But in this generality, we do not have in general b(F⊥,F) = {0} so that

usually we have F ̸⊂ (F⊥)⊥ (Exercise find an example!).

We then have part of the usual properties of orthogonality (compare with 20.4.0.2)

Proposition 19.4.0.2. Suppose bσ is non-degenerate and let F,G be subspaces of E.

1. dimF + dimF⊥ = dimE,

2. (F + G)⊥ = F⊥ ∩G⊥,

4In the bilinear case (σ = Id), this matrix is called the co-square of Mat(bσ ,B).
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3. Orthogonality is decreasing.

Proof. By definition, b̂σ(F) is the orthogonal in duality of F in E⋆σ. The first formula follow from the

dimension calculation of the orthogonal in duality (7.5.0.1). The last two are formal (but useful).

Remark(s) 19.4.0.3. The notion of orthogonality for general sesquilinear forms without hermitian sym-

metry is delicate. We reserve the notion of orthogonal direct sum of two subspaces E1,E2 to the case where

the subspaces are both direct sums and orthogonal on the right and left, i.e., bσ(E1,E2) = bσ(E2,E1) = {0}.
We then write E1

⊥
⊕ E2. Matrix-wise, in a basis adapted to the direct sum, this means that the matrix of

bσ is block diagonal and the form is non-degenerate if and only if the blocks are.

19.4.1 Adjoint

The following proposition is just a formal generalization of the existence of adjoint in the complex her-

mitian context (17.3.0.1).

Proposition 19.4.1.1. Let bσ : E× Ẽ → k be a non-degenerate sesquilinear form and f an endomor-

phism of E. There exists a unique endomorphism f∗ of Ẽ, called the adjoint of f (relative to bσ), such

that for all x ∈ E, x̃ ∈ Ẽ,

bσ(f(x), x̃) = bσ(x, f
∗(x̃)).

We have

(iii) Mat(f∗, B̃) = Mat(bσ,B, B̃)−1σ(tMat(f,B))Mat(bσ,B, B̃)

In particular, f and f∗ have the same rank and if B is orthonormal, we have

Mat(B, f∗) = tσ(Mat(B, f))

Proof. Let M = Mat(bσ,B, B̃) be the matrix of bσ A = Mat(f,B) that of f . We write the sought identity

matrix-wise taking into account the computation (i)

bσ(f(x), x̃) =
tσ(AX) ·M · X̃.

We get

tσ(AX)MX̃ = tσ(X)tσ(A)MX̃ = tσ(X)MM−1tσ(A)MX̃ = tσ(X)M
(
M−1tσ(A)M

)
X̃.
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Usual propositions of transposition give the usual formulas (linearity of adjunction, (f ◦ g)∗ = g∗ ◦ f∗).
Note that in the bilinear case (σ = Id), f and f∗ are similar (5.5.0.3).

Exercise(s) 19.4.1.2. Show that the isomorphism b̌ : Ẽ → E⋆σ defined by bσ (cf. 19.3.1) identifies the

adjoint f∗ of f ∈ Endk(E) with its (σ-twisted transpose tf ∈ Endk(E
⋆
σ) = Endk(Ẽ) (cf. 7.7.0.1).



Chapter 20

ε-Hermitian Forms

Taj Mahal

20.1 Perspective

TBD

Generalizing the usual Euclidean or Hermitian classical situation, we focus our attention to σ-sesquilinear

forms where σ is not only an automorphism but an involution of k with a suitable symmetry property. As

we will see, the first fundamental tool in their classification, which allows many problems to be reduced

to forms on lines or planes like in the Euclidean case.

20.2 Introduction

The theory of sesquilinear forms serves as the foundation for geometry: real symmetric bilinear forms lead

to Riemannian geometry, are ubiquitous in number theory, and complex Hermitian forms to complex and
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holomorphic geometry. Moreover, the imaginary part of a complex Hermitian form defines an alternating

form, which lies at the heart of symplectic geometry. These geometries are fundamental in classical physics

(Euclidean geometry), relativistic physics (Lorentzian geometry for special relativity, general Riemannian

geometry for general relativity), mechanics (symplectic geometry), and quantum mechanics (Hermitian

geometry).

20.3 Definitions

In this chapter, σ is an involution of k and we fix ε ∈ {±1}. By analogy with the complex conjugation,

for any λ ∈ k, we’ll often denote σ(λ) by

σ(λ) = λ.

We keep the notations of 19.2.1.

Definition 20.3.0.1. We say that the sesquilinear form is

• Hermitian if for all x, y ∈ E one has bσ(y, x) = σ(bσ(x, y)) = bσ(x, y),

• skew-Hermitian if if for all x, y ∈ E one has bσ(y, x) = −σ(bσ(x, y)) = −bσ(x, y),

• ε-Hermitian if it is either Hermitian or skew-Hermitian.

If σ = Id, an ε-Hermitian form is called an ε-symmetric form.

If E is of finite dimension and if B = {ei}1≤i≤n is a basis, we define Mat(bσ,B) = (bσ(ei, ej))i,j . The

basis B is said to be orthogonal (resp. orthonormal) if Mat(bσ,B) is diagonal (resp. the identity).

Remark(s) 20.3.0.2. Let H = Mat(bσ,B) and X,Y the columns of coordinates of x, y ∈ V with respect

to B.

• The ε-symmetry above forces σ to be an involution and the equality ε = ±1, at least if bσ is non

degenerate.

• Like in the classical complex Hermitian case (17.2.5.3) or more generally in the sesquilinear case

19.3.i, we get the formula

bσ(x, y) =
tX ·H ·Y.

• Notice that tH = εH. Conversely, any such matrix H ∈ Mn(k), ε-Hermitian matrix say, defines an

ε -Hermitian form on kn by the formula bσ(x, y) = tXHY.

• If H′ is the matrix of bσ in another basis and P is the corresponding base change matrix, we also get

H′ = tPHP.
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In this chapter, we consider bσ an ε-Hermitian form. Thus we have

bσ(x, y) = 0 ⇒ bσ(y, x) = 0.

We recall (19.3.1) that a sesquilinear form bσ which is ε-Hermitian defines a non-degenerate form on

E/Ker(bσ), or equivalently, on any complement of the kernel thus reducing their study to the non-

degenerate case. Sometimes this kernel is called the "radical" of bσ or of (E, bσ) or even the radical

rad(E) of E when no confusion is to be feared.

From the obvious property

bσ(Ker(bσ),E) = bσ(E,Ker(bσ)) = {0},

one can straightforwardly reduce the study of Hermitian form to the non degenerate case.

Proposition 20.3.0.3. Let bσ be an ε-Hermitian form on E and F be a supplementary subspace of

Ker(bσ).

1. There exists a unique form b̃σ on E/Ker(bσ) = Ẽ inducing bσ, i.e.such that the diagram

E× E
bσ //

quotient
��

k

Ẽ× Ẽ
b̃σ

==

commutes and b̃σ is non degenerate (Ẽ is the associated non degenerate quotient space).

2. The direct sum E = Ker(bσ) ⊕ F is orthogonal and induces an isomorphism on (non degenerate)

ε-Hermitian space F ≃ Ẽ.

3. Two ε-Hermitian spaces are isomorphic if and only if they have the same rank and their non degen-

erate quotient spaces are isomorphic.

20.4 Orthogonality

Definition 20.4.0.1. If F ⊂ E is a subset, the left orthogonal of F is the vector subspace of E.

F⊥ = {x ∈ E, ∀ y ∈ F, bσ(x, y) = 0} .

Thus we have b(F⊥,F) = {0} and therefore b(F,F⊥) = {0} so that F ⊂ (F⊥)⊥.
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Proposition 20.4.0.2. Suppose bσ is non-degenerate and let F,G be subspaces of E.

1. dimF + dimF⊥ = dimE,

2. F = (F⊥)⊥,

3. (F + G)⊥ = F⊥ ∩G⊥ and (F ∩G)⊥ = F⊥ +G⊥.

4. Orthogonality is decreasing.

5. The following conditions are equivalent

(a) F ∩ F⊥ = {0}

(b) bσ non-degenerate on F

(c) bσ non-degenerate on F⊥

Proof. By definition, b̂σ(F) is the orthogonal in duality of F in E⋆σ. The first two formulas follow from

the dimension calculation of the orthogonal in duality (19.4.1.1). The last two are formal (but useful).

For 5), the equivalence of a) and b) is tautological. But by invoking this equivalence for F⊥, we conclude

the equivalence of a) and b) thanks to 2).

The proof justifies a posteriori the abuse of notation ⊥ for the orthogonal which generally does not lead

to confusion.

Definition 20.4.0.3. We say that a vector x is isotropic if bσ(x, x) = 0. We denote by C(bσ) the cone

of isotropic vectors; it contains Ker (bσ).

A vector space F is isotropic if F∩F⊥ ̸= {0}, totally isotropic if F ⊂ F⊥. It is anisotropic if F∩F⊥ = {0}
Finally, we say that F is totally isotropic if F ⊂ F⊥, in other words, if bσ|F×F ≡ 0.

Example(s) 20.4.0.4. If E = Rn and b(X,Y) = x1y2 + y1x2, then all vectors of the canonical basis are

isotropic.

Remark(s) 20.4.0.5. If F is isotropic, then F ∩ F⊥ is totally isotropic.

If bσ is non-degenerate and F is totally isotropic, then dimF ≤ dimE/2 (20.4.0.2); however, if F is

anisotropic, then we have E = F
⊥
⊕ F⊥.
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Note that in general, we obviously have rad(E1 ⊕ E2) = rad(E1) ⊕ rad(E2) = which will allow us to

systematically reduce to the non-degenerate case.

Proposition 20.4.0.6. Suppose bσ is non-degenerate and let a ∈ End(E) and a∗ its adjoint. Then we

have

1. Ker(a∗) = Im(a)⊥.

2. Im(a∗) = Ker(a)⊥.

Proof. We can deduce it formally from the analogous property for the transpose. Here is a direct proof

(which is a copy of the proof by duality). First, it suffices to prove one of the two formulas (replace a by

a∗ and use the involutivity of adjunction and orthogonality). Then, Im(a∗) = Ker(a)⊥ having the same

dimension according to 7.7.0.2 and 20.4.0.2, it suffices to prove Im(a∗) ⊂ Ker(a)⊥. Now, if a(x) = 0, we

have bσ(x, a∗(y) = bσ(a(x), y) = 0 and therefore a∗(y) ∈ Ker(a)⊥.

20.5 Alternating Forms

We will give in the alternating case a first illustration of the principle of the introduction: much of the

geometry is contained in dimensions ≤ 2, with larger dimensions obtained by orthogonality.

20.5.1 Classification

So let b be an alternating bilinear form on V of finite dimension d.

Theorem 20.5.1.1. Alternating forms are classified by their rank. A non-degenerate form has even rank

2n and its matrix in a suitable basis is

Wn = diag(


 0 1

−1 0


 , . . . ,


 0 1

−1 0


)

Proof. By restricting to a complement of the kernel, we can assume b is non-degenerate and dim(V) > 0.

Let x1 ∈ V be non-zero. Since the kernel of b is null, we can choose y1 such that b(x1, y1) is non-zero, so

that Π = ⟨x1, y1⟩ is a plane (if y1 were collinear with x1 we would have b(x1, y1) = 0). The dimension of

the orthogonal of Π is n− 2. If z = αx1 + βy1 ∈ Π⊥, we have 0 = b(z, x1) = −β and 0 = b(z, y1) = −α,

so z = 0, and we have an orthogonal decomposition V = Π
⊥
⊕ Π⊥ where the restriction of b to Π⊥ is

non-degenerate (19.3.1.2). We conclude by a straightforward recurrence.
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In particular, non-degenerate alternating forms only exist in even dimensions.

Exercise(s) 20.5.1.2. Using the principle of extension of algebraic identities, show that the determinant

of any odd-sized alternating matrix with coefficients in a ring is zero.

Exercise(s) 20.5.1.3. State and prove a result analogous to 20.5.1.1 in the anti-Hermitian case.

20.5.2 Pfaffian

Johann Friedrich Pfaff

Theorem 20.5.1.1 proves that an invertible alternating matrix is of size 2n and is congruent to Wn. Since

its determinant is 1, the determinant of any alternating matrix is a square in k. This is universally

true. Let R = Z[Ti,j ], 1 ≤ i < j ≤ 2n be the ring of polynomials with integer coefficients in (n(2n− 1))

indeterminates. It is a unique factorization domain, and we denote K its field of fractions (11.3.3.1). Let

M ∈ Mn(K) be the matrix with coefficients sign(i− j))Ti,j . It is a polynomial alternating matrix and

therefore defines a matrix function on the alternating matrices of Mn(k).

Proposition 20.5.2.1. There exists a unique polynomial Pf(M) ∈ R with square det(M) and which

equals 1 when M = Wn.

Proof. If we had a second polynomial Q satisfying the proposition, we would have Q2 = Pf2 and thus

Q = ±Pf by the integrality of R. But by looking at the value on Wn, we conclude Q = Pf. For existence,

observe that det(M) ∈ K is non-zero (because it is true when M = Wn). So let P ∈ GL2n(K) such that
tPWnP = M (20.5.1.1). Then we have det(M) = (det(P))2 with det(M) ∈ and det(P) ∈ K∗. Write the

decomposition det(M) =
∏
pvii into irreducible factors in the unique factorization domain R, and similarly,

by writing those of the numerators and denominators of det(P), write det(P) = u
∏
pwi
i with u invertible

in R. Then we have vi ≥ 0, wi ∈ Z, and by uniqueness of the decomposition, 2wi = vi ≥ 0, u2 = 1.

Then we set Pf = ±u∏ pwi
i ∈ R choosing the sign to have Pf(Wn) = 1.

Symplectic geometry is the study of properties that are invariant under the symplectic group Sp2n(k) of

matrices P preserving Wn, i.e., such that tPWnP = Wn. It is very rich, full of open questions but goes

beyond the chosen framework.
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20.6 Supplementary exercices

Exercise(s) 20.6.0.1. Let A be an alternating matrix of size 2n. Prove the formula

Pf(A) =
1

2nn!

∑

σ∈S2n

ε(σ)
∏n

i=1
aσ(2i−1),σ(2i)

where ε(σ) is the sign of the permutation σ ∈ S2n.
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Chapter 21

Quadratic Forms

Real quadrics

21.1 Perspective

Quadratic forms in finite dimension can be seen as homogeneous polynomials

of degree 2 in n variables or1 as symmetric bilinear forms over Kn -or their

associated matrix-. The linear group acts on the former by variable change and

on the latter by congruence. We will use both perspectives for their study, a

study that heavily depends on the field K unlike ordinary linear algebra.

We provide a general definition. If the theory of quadratic forms in characteristic 2 is useful and inter-

esting, it differs significantly from the case of characteristic ̸= 2. Therefore,

1In characteristic different from 2 at least.

259
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Unless otherwise stated, k denotes from 21.2 a field of characteristic different from 2.

Definition 21.1.0.1. An map q : E → k is a quadratic form if

1. q is homogeneous of weight 2, i.e., for all x ∈ E, λ ∈ k, q(λx) = λ2q(x) ;

2. the map 2b :





E× E → k

(x, y) 7→ q(x+ y)− q(x)− q(y)
is bilinear (symmetric).

Example(s) 21.1.0.2. Let E = kn and P ∈ k[X1, · · · ,Xn] a homogeneous polynomial of degree 2 in n

variables. Then, P defines a quadratic form (xi) 7→ P(xi) and conversely once a basis B of E is given.

Note that we have 2b(x, x) = 2q(x). Thus,

1. If char(k) = 2, then b2 is both symmetric and alternating. Note that (xi) 7→ x21 on kn is a quadratic

form, as is any homogeneous polynomial of degree 2 in n variables. However, 2b(x, y) = (x1 + y1)
2 −

x21 − y21 = 0, so q and 0 have the same associated bilinear form!

2. If char(k) ̸= 2, then q(x) = 1
2
2b(x, x) being given q is equivalent to being given a symmetric bilinear

form or a symmetric matrix.

21.2 Polar Form

Definition 21.2.0.1. The polar form of q is the symmetric bilinear form on E× E defined by b(x, y) =
1
2
2b(x, y) = 1

2 (q(x+ y)− q(x)− q(y)).

The notions defined for a bilinear form extend to quadratic forms. Thus, we will say quadratic space,

quadratic space morphism, matrix of a quadratic form, etc., for bilinear space, matrix of a bilinear form,

etc. An isomorphism of quadratic spaces is often called an isometry2 by analogy with the usual Euclidean

case. If q is the quadratic form on kn defined by q(xi) =
∑
i≤j ai,jxixj , ai,j ∈ k, its matrix M(B, q) = S

in the canonical basis B is defined by Si,j = ai,j/2 if Si,i = ai,i with the formula

b(X,Y) = tXSY

2Sometimes in the literature the term isometry is used for a morphism of quadratic spaces. We will not use it in this

sense because in the degenerate case it can be confusing, such a morphism not necessarily being an isomorphism contrary

to the usual Euclidean case from which the terminology is derived.
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once E is identified with kn through B. As before, a quadratic form q with matrix M(B, q) = S can

therefore be seen as

1. a symmetric bilinear form b ;

2. a symmetric matrix S ;

3. a homogeneous polynomial of weight 2,

equivalent viewpoints that we will freely use. Recall (20.3.0.3), that q is invariant under a if and only if
tASA = S with A = Mat(B, a).

Example(s) 21.2.0.2. • If (X, µ) is a measured space, then the formula

q(f) =

∫
f2dµ

defines a quadratic form (in infinite dimension in general) on L2(X, µ;R) → R with polar form

b(f, g) =

∫
fgdµ.

• If φ1, . . . , φr ∈ E∗ and if (λi) ∈ kr, then the formula

q(x) =
∑

1≤j≤r
λj(φj(x))

2

defines a quadratic form on E with polar form

b(x, y) =
∑

1≤j≤r
λjφj(x)φj(y) .

The reader will verify (exercise) that its rank is r as soon as the λi are non-zero and the φi are

independent.

• If M ∈ Mn(k), then q(M) = tr(tMM) defines a quadratic form with polar form b(M,N) = tr(tMN)

• We define on M2(k) the form q(M) = detM. We notice that q is a homogeneous quadratic polynomial

in the coefficients of M. Moreover, (direct verification or Cayley-Hamilton theorem), we have

M2 − (trM) ·M+ (detM) · I2 = 0 .

Taking the trace, we find

q(M) =
(trM)2 − trM2

2
.

Therefore, the associated polar form is

b(M,N) =
(trM)(trN)− tr(MN)

2
.

• If k is a finite extension of Q, the multiplication by x ∈ k defines a linear Q endomorphism and

therefore has a trace denoted trk/Q(x). The map x 7→ trk/Q(x2) is a bilinear form on the Q-vector

space k, which can be shown without too much difficulty to be non-degenerate.
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21.3 Orthogonal Bases

Recall (20.3.0.3) that a basis B is orthogonal for q if and only if its matrix is diagonal or if in the asso-

ciated coordinates we have q(x) =
∑
λix

2
i . This diagonal form is traditionally denoted by ⟨λ1, . . . , λn⟩.

Considering a diagonal congruence diag(ti) shows

⟨λ1, . . . , λn⟩ ∼= ⟨t21λ1, . . . , t2nλn⟩

and thus ⟨λ1, . . . , λn⟩ depends only on the class of the λi in k∗/(k∗)2.

Theorem 21.3.0.1 (Gauss). Any quadratic space3(E, q) admits an orthogonal basis (ei). The rank of

q is then the number of indices i such that q(ei) ̸= 0. Moreover, such a basis can be obtained by the

algorithm infra, called the Gauss algorithm.

Proof. We proceed by induction on n. We can assume n > 0 and q non-zero. If q is degenerate, we

take a non-zero vector en from the kernel and an orthogonal basis (by recursion) of the restriction of

q to a complementary (necessarily orthogonal) which form an orthogonal basis. If q is non-degenerate,

we then choose en+1 ∈ E such that q(en+1) ̸= 0 so that the orthogonal H = e⊥n is a hyperplane not

containing en since it is non-isotropic (20.4.0.5). It suffices to complete en with an orthogonal basis of

(H, q) (recursively).

Gauss Algorithm. We start with q(X) =
∑

1≤i≤j≤n aijxixj which we will recursively transform by

changes of variables into
∑
λiφ

2
i where the φ form a basis of E⋆.

At each step, the algorithm brings out a square and makes a coordinate disappear in the remaining form.

Initialization. We can assume n ≥ 2 (in dimension ≤ 1 we don’t really have a choice. . . ) and q not

identically zero (in this case we take for φi the coordinates associated to the canonical basis for example

and λi = 0).

Recursion.

• If there exists i such that ai,i ̸= 0, we can assume, by permuting the variables, that a11 ̸= 0, we

factor out x1 in all possible monomials:

q(X) = a11


x21 +

n∑

j=2

a1j
a11

x1xj


+

∑

2≤i≤j≤n
aijxixj

= a11


x1 +

1

2

n∑

j=2

a1j
a11

xj




2

− a11
4




n∑

j=2

a1j
a11

xj




2

+
∑

2≤i≤j≤n
aijxixj

= a11φ1(x)
2 +

∑

2≤i≤j≤n
αijxixj

3The proof is identical in the Hermitian case
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with φ1(x) = x1 +
1

2

n∑

j=2

a1j
a11

xj independent of the n− 1 forms xj , j ≥ 2 and we apply (recursively)

the algorithm to
∑

2≤i≤j≤n
αijxixj which has only n− 2 variables left.

• If all square terms are zero (ajj = 0), then, by permuting the variables, we can assume a1,2 ̸= 0. We

write

x1x2 =
(x1 + x2)

2 − (x1 − x2)
2

4
.

We then set 



φ1(x) =
x1 + x2

2

φ2(x) =
x1 − x2

2

so that q(x) = a1,2φ1(x)
2 − a1,2φ2(x)

2 +
∑

2≤i≤j≤n
aijxixj with φ1, φ2, xi, i ≥ 3 independent and we

apply (recursively) the algorithm to q̃ which has only n− 2 variables left.

Once we have the φi, their ante-dual basis (19.4.1.1) is the desired orthogonal basis.

Exercise(s) 21.3.0.2. Implement (in SAGE for example) the Gauss algorithm. Discuss its numerical

stability. Give a matrix version of the algorithm using only congruences by permutation matrices and

transvections.

Example(s) 21.3.0.3. We consider on R3 the form

q(x, y, z) = xy + yz + xz .

In the canonical basis B, we have

Mat(q,B) =




0 1/2 1/2

1/2 0 1/2

1/2 1/2 0




We then set 



u =
x+ y

2

v =
x− y

2

It follows that

q(x, y, z) = u2 − v2 + (u− v)z + (u+ v)z = u2 + 2uz − v2 ;

thus,

q(x, y, z) = (u+ z)2 − v2 − z2 .
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Let B denote the canonical basis, and

P∗ =




1/2 1/2 0

1/2 −1/2 0

1 0 1




the change-of-basis matrix from B⋆ to a basis C⋆ the dual base of an orthogonal basis C that we want to

determine. We compute P = (tP⋆)−1 and obtain

P =




1 1 −1

1 −1 −1

0 0 1




In this basis, q(x, y, z) = x2 − y2 − z2.

21.4 Quadratic Spaces

In accordance with our strategy, let us study quadratic spaces.

Proposition 21.4.0.1. Let (E, q) be a quadratic space of dimension 2.

One of four possibilities:

1. q is anisotropic (−disc(q) ̸∈ (k∗)2);

2. there is exactly one isotropic line (disc(q) = 0), q is degenerate and in an appropriate basis, q(x, y) =

ax2, for a ̸= 0;

3. there are exactly two isotropic lines (−disc(q) ∈ (k∗)2), in an appropriate basis q(x, y) = xy and in

this case, it is said that E is hyperbolic.

4. there are at least three isotropic lines (disc(q) = 0) and q is identically zero.

Proof. We may assume q is not identically zero.

By multiplying q by a non-zero scalar, q is then written in a suitable orthogonal basis4 q(x, y) = x2−λy2.
If λ is not a square (disc = (q) non-square) and q is anisotropic.

Otherwise, write λ = µ2 and q(x, y) = x2 − µ2y2 = (x− λy)(x+ λy).

If λ is zero, we are in case 2) - the vertical axis x = 0 is the only isotropic line - if λ is non-zero we are

in case 3) - the lines with equations x− λy = 0 and x− λy = 0 being the only isotropic lines.

4Gauss’ algorithm then reduces to the canonical factorization of a polynomial of degree 2! Indeed, the statement amounts

to saying that a non-null second degree trinomial admits at most 2 roots. . .
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With the vocabulary of 20.4.0.3, we deduce the following characterization of hyperbolic planes.

Proposition 21.4.0.2. A quadratic plane is hyperbolic if and only if it is non-degenerate and isotropic

or if its discriminant is a non-zero square.

21.5 Anisotropic spaces

We can provide models of anisotropic spaces as follows. Let α ∈ k∗ such that −α is not a square and

let K = k[
√−α] = k[T]/(T2 + α). It is a space of dimension 2 over k with basis B = (1,

√−α) and the

endomorphism σ with matrix diag(1,−1) is a field morphism (as is complex conjugation. . . ). Naturally,

the elements fixed by σ are exactly the elements of k. We then define N(z =) = zσ(z) = x2−αy2 for any

z = x +
√−α ∈ K: it is a quadratic form on K with values in k whose matrix in B is diag(1,−α). We

will simply denote this quadratic plane as Πα. According to 21.4.0.1, any anisotropic space is equivalent

to Π− disc(q).

21.6 Invariants of Quadratic Forms

Definition 21.6.0.1. Two spaces (E, q) and (E′, q′) are equivalent (∼∼∼) if there exists an isometry u :

(E, q) → (E′, q′), i.e. an isomorphism u : E → E′ such that, for every x ∈ E, we have q′(u(x)) = q(x), in

other words, if the matrices of q and q′ are congruent. An invariant is an application on the corresponding

quotient {(E, q)}/∼∼∼.

We currently have two invariants by congruences of a quadratic form q (or a symmetric matrix): the

rank rk(M) and the discriminant disc(q) = det(M) ∈ k/k∗2 (19.3) of a matrix of q. We will see that if k

is algebraically closed, the rank classifies the quadratic forms (21.8.0.1). In this case, k/k∗2 = {0, 1} and

disc(q) = sign(r).

We will see that in the case of finite fields, rank and discriminant classify quadratic forms (21.11.0.2).

In general, these two invariants are not sufficient. For example, the real forms in four variables x2 − y2 −
z2− t2 and x2+y2−z2− t2 have the same rank but are not equivalent because their discriminants are −1

and 1 respectively, which are different in R/R∗2{−1, 0, 1}. We will see (21.9.0.1) that a third invariant

is nonetheless necessary, the index (21.7.0.1), these three invariants being summarized in the signature

of the real quadratic form.

In all these cases, there are only a finite number of equivalence classes. This is not true in general.
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Let us give an example. We define, for every prime number p the quadratic form

qp(x) =
∑

1≤j<n
x2j + px2n

on Qn. They are pairwise non-equivalent as soon as n > 0 and differ by their discriminant which is

p mod (Q∗2) (cf. the exercise 21.14.0.3). It is possible to classify generally over Q but new invariants

related to the classification over finite fields, the Hilbert symbols (cf. the magnificent work [29]) are

necessary.

In general, classification is an extremely difficult problem. This can be seen in reverse: quadratic forms

allow defining subtle field invariants (cf. the exercise 21.14.0.2).

21.7 Isotropy and Index

We will define a third invariant: the index.

Definition 21.7.0.1. The index ν of a quadratic form q is the maximum dimension of totally isotropic

spaces. If ν = 0 i.e., if q(x) = 0 ⇒ x = 0, it is said that q is anisotropic or defined.

For example, if k = R, a continuity argument assures if q is defined, then, either for every x ̸= 0 we have

q(x) > 0, or, for every x ̸= 0 we have q(x) < 0.

We will deduce from this the general decomposition of a space (E, q). We start with a lemma.

Lemma 21.7.0.2. Let (E, q) be a non-degenerate quadratic plane.

1. If x is isotropic, there is a hyperbolic plane containing x.

2. The index ν of
⊥
⊕1≤j≤r Pj is r.

3. There are r hyperbolic planes Pj and (F, q) is anisotropic such that

E = (
⊥
⊕1≤j≤r Pj)

⊥
⊕ F.

4. If such a decomposition exists, then r = ν.

If q is arbitrary, we have a decomposition

E = rad(E)
⊥
⊕(

⊥
⊕1≤j≤r Pj)

⊥
⊕ F

with r + dim(rad(E)) = ν.
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Proof. There exists y such that b(x, y) ̸= 0. Consequently, x and y indeed generate a quadratic plane

whose discriminant −b(x, y)2 ̸= 0. Since it has an isotropic line, it is a hyperbolic plane (21.4.0.1) hence

1).

For 2), we may assume q is isotropic and n ≥ 3 (according to 21.4.0.1). Let then P be a hyperbolic plane

contained within E. We show E = P
⊥
⊕ P⊥. Since q is non-degenerate, the dimensions are correct. If

v ∈ P∩P⊥ then b(v,P) = {0} contradicting the non-degeneracy of isotropic spaces. This contradicts that

q is non-degenerate. Therefore E = P
⊥
⊕ P⊥ and we apply the recursion hypothesis to P⊥.

For 3), denote ei, e
′
i a basis for the two isotropic lines of Pi. Obviously, ν ≥ r since Span(ei) is totally

isotropic of dimension r. As Span(ei + e′i) is anisotropic of codimension r, we also have ν ≥ r − r′.

For 4), let G be isotropic of dimension ν and denote p the orthogonal projection onto F (parallel to
⊥
⊕1≤j≤r Pj). The space p(G) is isotropically constructed therefore null since F is anisotropic. It follows

that G is included in
⊥
⊕1≤j≤r Pj and thus ν ≤ r according to 3). Conversely, since Span(ei) is isotropic,

we have r ≤ ν.

The last point follows from the previous ones by the additivity of radicals by orthogonal direct sum.

Theorem 21.7.0.3 (Witt’s Simplification). Let (E, q) be a quadratic plane and

E = rad(E)⊕ (
⊥
⊕1≤j≤ν Pj)

⊥
⊕ F

as in lemma 21.7.0.2.

1. The quadratic isomorphism class of F is well determined and r = ν.

2. If there is an isomorphism of quadratic planes

E
⊥
⊕F ∼∼∼ E

⊥
⊕F′

then

F ∼∼∼ F′.

3. If two families of non-zero scalars satisfy

⟨a, a1, . . . , an⟩ ∼∼∼ ⟨a, b1, . . . , bn⟩

then

⟨a1, . . . , an⟩ ∼∼∼ ⟨b1, . . . , bn⟩

Proof. We will show 3) then the two implications 3) ⇒ 2) and 2) ⇒ 1).

Proof of 3). We denote xi, 0 ≤ i ≤ n the coordinate linear forms on kn+1, in other words, the dual basis

of the canonical basis (ei). Saying

⟨a, a1, . . . , an⟩ ∼∼∼ ⟨a, b1, . . . , bn⟩
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means the existence of independent linear forms φi ∈ (kn+1)⋆ (the rows of the matrix defining the con-

gruence) such that

(∗) ax20 +
∑

i≥1

aix
2
i = aφ0(x)

2 +
∑

i≥1

biφ
2
i

At least one of the two linear forms x0±φ(x0) does not cancel e0 : let ε = ±1 such that ⟨x0+εφ0(x), e0⟩ =
λ ̸= 0 so that x0 + εφ0(x) is written as

x0 + εφ0(x) = λx0 − λψ(x1, · · · , xn)

with ψ a linear form on kn. If we substitute x0 = ψ(x1, · · · , xn) in (∗), we therefore have
∑

i≥1

aix
2
i =

∑

i≥1

biφi(ψ(x1, . . . , xn), x1, . . . , xn)
2 =

∑

i≥1

biφ̃i(x1, . . . , xn)
2

where φ̃ are linear forms on kn. If Ψ ∈ Mn(k) is the matrix they define, then we have diag(ai) =

tΨdiag(bi)Ψ ensuring the invertibility of Ψ by taking the determinants and therefore

⟨a1, . . . , an⟩ ∼∼∼ ⟨b1, . . . , bn⟩

thus 3).

3) ⇒ 2) We note q, q′ the associated quadratic forms, r the rank of the restriction of q to E, and ρ, ρ′

those of the restrictions of q, q′ to F,F′. As the sums are orthogonal, we have rank(q) = r + ρ = r + ρ′

so that ρ = ρ′ and of course dim(F) = dim(F′). The radicals of q and q′ being generated by the vectors

of the corresponding orthogonal bases with indices such as ai = bj = 0 and ai = b′j = 0, we can assume

by passing to the quotient by the radicals that the forms are non-degenerate. We thus have

⟨a1, . . . , ar, b1, . . . , bρ⟩ ∼∼∼ ⟨a1, . . . , ar, b′1, . . . , b′ρ⟩

so that

⟨b1, . . . , bρ⟩ ∼∼∼ ⟨b′1, . . . , b′ρ⟩

according to 3) which proves 2).

2) ⇒ 1) As above, we reduce to the non-degenerate case by passage to the quotient. Assume that

(
⊥
⊕1≤j≤r Pj)

⊥
⊕ F ∼∼∼ (

⊥
⊕1≤j≤r′ P

′
j)

⊥
⊕ F′

with F,F′ anisotropic, the Pi,P
′
j hyperbolic and for example r′ ≤ r. We have already seen in lemma

21.7.0.2 r = ν = r′. Thanks to 2), we then deduce F ∼∼∼ F′.

The key to this important result is thus point 3), the rest being quite formal. But ultimately it’s just a

very simple calculation but which to my knowledge only appeared recently ([11]). The classic proof is

proposed as an exercise below (21.14.0.1). Naturally, according to the previous discussion, every quadratic

plane (degenerate or not) decomposes into

E = Ker(q)
⊥
⊕(

⊥
⊕1≤j≤ν Pj)

⊥
⊕ F

with F well defined up to isometry (and anisotropic).

Thus, we have defined a fourth invariant: the anisotropic part (E, q) = (F, q) mod ∼∼∼ of (E, q).
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Ernst Witt

The character of Witt is controversial due in part, at a mini-

mum, to his active collaboration with the Nazi regime (a member

of the Nazi party from 1933 then SA). The complex character of

Witt however seems to somewhat mitigate his actions. See https:

//mathshistory.st-andrews.ac.uk/Biographies/Witt/ for a bi-

ography.

21.8 Classification over an algebraically closed field

Given a basis B of E of dimension n, as always (xj) = [x]B denote the coordinates of x in B.

Theorem 21.8.0.1. If k is algebraically closed, then, for any q, there exists a basis B such that

q(x) =
∑

1≤j≤rk(q)

x2j .

There are exactly n+ 1 classes of equivalences, which are differentiated by the rank of q.

Proof. In an orthogonal basis B = (e1, . . . , en), we have

q(x) =
∑

1≤j≤rk(q)

λjx
2
j ,

with λj ∈ k∗. Since k is algebraically closed, there exists µj ∈ k such that µ2
j = λj. By setting fj = ej/µj

if i ≤ rk(q) and fj = ej otherwise, we obtain

q(x) =
∑

λjx
2
j =

∑
(µjxj)

2 =
∑

ξ2j

with (ξj = µjxj) the coordinates of x in the base (fj)

Exercise(s) 21.8.0.2. Verify in this case the formulas ν = dim(rad(q)) + [rk(q)/2] and E = {0} or

E ∼∼∼ ⟨1⟩ depending on the parity of the rank.

21.9 Classification over R

Theorem 21.9.0.1 (Sylvester’s Inertia Theorem). If k = R, then for every q, there exists a unique pair

of natural numbers (s, t) called the signature of q such that there exists a basis in which

q(x) =
∑

1≤j≤s
x2j −

∑

s+1≤j≤rk(q)

x2j .

We then have:

https://mathshistory.st-andrews.ac.uk/Biographies/Witt/
https://mathshistory.st-andrews.ac.uk/Biographies/Witt/
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1. s+ t = rk(q).

2. s+ dim(Ker(q)) = max{dim(F)|q|F ≥ 0}.

3. t+ dim(Ker(q)) = max{dim(F)|q|F ≤ 0}.

There are exactly (dimE + 1)(dimE + 2)/2 equivalence classes, which are distinguished by the signature

of q.

Proof. By separating the vectors into a suitable orthogonal basis B = (e1, . . . , en), we have in an orthog-

onal basis B = (e1, . . . , en),

q(x) =
∑

1≤j≤rk(q)

λjx
2
j ,

with λj ∈ R∗. We can assume that the first s scalars are positive and the last t are negative. We then

set µj =
√
|λj | and fj = ej , otherwise we get

q(x) =
∑

1≤j≤s
ξ2j −

∑

s+1≤j≤rk(q)

ξ2j

with (ξj = µjxj) being the coordinates of x in the basis (fj). It remains to show items 1), 2), and 3),

the rest follows immediately. Item 1) is clear and item 3) follows from 2) by changing q to −q.
Now, let F′ = Span{e1, . . . , es}⊕Ker(q) and G = Span{es+1, . . . , en}. Since n = dim(Ker(q))+ rk(q), we

have dim(G) = t. Since q is ≥ 0 on F′, we have s+ dim(Ker(q)) ≤ max{dim(F)|q|F ≥ 0}. Conversely, if

there exists F of dimension > s+dim(Ker(q)) = n− t, we would have dim(F∩G) > 0 and thus a vector

x such that q(x) ≥ 0 because x ∈ F and q(x) < 0 because x ∈ G− {0}.

Exercise(s) 21.9.0.2. Verify in this case the formulas ν = dim(rad(q))+inf(p, q) and dim(E ) = |s− t|
with E = ⟨signe(s− t), . . . , signe(s− t)⟩ if s ̸= t.

21.10 Conics and Quadrics in R2 and R3, Ellipsoid

A conic is given by an equation of the form q(x, y) = 1, where q is a homogeneous polynomial of degree 2.

In other words, q is a quadratic form. According to theorem 12.6.3.1, there exists an orthonormal basis

of R2 such that P has a canonical form, which gives us the notion of ellipse, hyperbola...

We define a quadric in R3 as the set

Q = {(x, y, z) ∈ R3, q(x, y, z) = 1}

where q is a non-degenerate quadratic form. We discuss according to the signature of q the form of the

quadric.

sig(q)=(0,3) In an adapted basis of R3, we have q(x, y, z) = −x2 − y2 − z2, thus Q = ∅.
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sig(q)=(1,2) In an adapted basis of R3, we have q(x, y, z) = x2 − y2 − z2. Thus Q has two connected components

depending on whether x ≥ 1 or x ≤ −1. The quadric intersects the plane {x = const}, for |x| ≥ 1,

in a circle of radius x2 − 1. We say that Q is a two-sheeted hyperboloid.

sig(q)=(2,1) In an adapted basis of R3, we have q(x, y, z) = x2 + y2 − z2. Thus Q is connected. The quadric

intersects the plane {z = 0} in a circle. We say that Q is a one-sheeted hyperboloid.

An important property of this quadric is that it is exactly doubly ruled.

A point belongs to Q if (y − z)(y + z) = (1 − x)(1 + x). We can guess the equation of two families

of lines included in Q.

∆a





y − z = a(1− x)

(y + z)a = 1 + x
a ∈ R and ∆∞





y = −z
x = 1

and also

Db





y + z = b(1− x)

(y − z)b = 1 + x
b ∈ R and D∞





y = z

x = 1

A simple calculation shows that these families are transverse, and that only one line per family passes

through a given point of Q.

ellipsoid one-sheeted hyperboloid two-sheeted hyperboloid

21.11 Classification over finite fields.

If k is a finite field (of characteristic different from 2), we know that its cardinality is of the form pd where

p ̸= 2 is its characteristic -and thus is prime- (simply because it is a Fp-vector space). According to the

general strategy, let us see what happens in the crucial case of dimension ≤ 2 starting with dimension 1,

namely understanding the discriminant.
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Lemma 21.11.0.1. The multiplicative group F∗
pd/(k

∗)2 has two elements 1 ̸= α so that the discriminant

of a quadratic form over k is valued in the set {0, 1, α}. There are exactly two non-degenerate quadratic

planes equivalent to ⟨1, 1⟩ and ⟨1, α⟩ distinguished by the discriminant.

Proof. We have an exact sequence {1} → Ker(sq) → k∗ sq−→→ (k∗)2 → {1} of multiplicative groups

where sq is the squaring morphism. As k is integral, the equation x2 = 1 has solutions ±1. Since p ̸= 2,

we have 1 ̸= −1. We deduce Card((k∗)2) = q−1
2 and Card(k∗/(k∗)2) = 2 which proves the first point.

Then, consider a non-degenerate quadratic plane of form q. We may assume q(x1, x2) = ax21 + bx22 with

ab ̸= 0. Thus, there are 1 + q−1
2 = q+1

2 squares in k so that the cardinalities of {at2, x ∈ k|} and

{1 − bt2, y ∈ k|} are q+1
2 and therefore have at least one intersection point that defines e1 = (x1, x2)

such that q(x1, x2) = 1. Then, let e2 be a basis of the orthogonal of e1. Writing q in this basis, we have

q ∼∼∼ ⟨1,disc(q)⟩ (cf. 21.3 for invariance by congruence of the notation).

Here is then.

Theorem 21.11.0.2. If k is finite with characteristic p ̸= 2, then every non-degenerate form is (uniquely)

equivalent to either ⟨1, . . . , 1⟩ or ⟨1, . . . , 1, α⟩. These classes are distinguished by their discriminants.

Proof. We proceed by induction on n. We may assume n ≥ 3 and (ei) an orthogonal basis. As

the quadratic plane Span(e1, e2) is non-degenerate, we can choose ε1 in this plane q(ε1) = 1. Then

E = kε1
⊥
⊕ ε⊥1 such that ε⊥1 is a hyperbolic plane to which we can apply the induction hypothesis. The

second point is clear.

Exercise(s) 21.11.0.3. Let k be finite with characteristic p ̸= 2 and q non-degenerate on E.

1. Using Card(k∗) = pd−1
2 , show that −1 is a square if and only if p ≡ 1 mod (4).

2. Calculate ν(E) and E depending on n, disc(q) and p mod (4).

21.12 Witt’s Extension Theorem

Theorem 21.12.0.1 (de Witt). Let u : F → E be an injective morphism of quadratic planes with E

non-degenerate. Then, there exists ũ ∈ O(q) such that ũ|F = u.

Proof. The injectivity of the morphism u ensures F ∼∼∼ u(F). We proceed by induction on codim(F).

We may assume codim(F) > 0.
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- If q|F is non-degenerate, i.e.K = F ∩ F⊥ = {0}, then E = F
⊥
⊕F⊥. If u(f) ∈ u(F) ∩ u(F)⊥, we have

0 = b(u(f), u(F⊥)) = b(f,F⊥) = {0} thus f = 0 and so u(F) ∩ u(F)⊥ = {0} such that

F
⊥
⊕F⊥ = u(F)

⊥
⊕u(F)⊥ ∼∼∼ F

⊥
⊕u(F)⊥

so that F⊥ ∼∼∼ u(F)⊥ according to Witt’s Simplification Theorem 21.7.0.3. We can therefore choose

isomorphisms of quadratic planes u⊥ : F⊥ → u(F)⊥ and ũ
⊥
⊕u⊥ ∈ O(q) fits.

- If q|F is degenerate, choose x non-null in F ∩ F⊥ and an isotropic space P that contains it (21.7.0.2).

If y directs the second isotropic line of P, we have b(x, y) = 1 so that y ̸∈ F and

codim(G = F⊕ ky) = codim(F)− 1

It suffices to extend u to G (preserving b). We then seek z ∈ E such that

1. b(u(f), z) = b(f, y) for all f ∈ F

2. b(u(x), z) = 1

3. b(z, z) = 0

which ensures that the extension of u defined by ũ(y) = z is an isometry (on its image). Note that 1) ⇒ 2)

and changing z by z + λu(x) does not change 1) because x ∈ F⊥. Yet,

b(z + λu(x), z + λu(x)) = b(z, z) + 2λb(u(x), z) = b(z, z) + 2λb(x, y) = b(z, z) + 2λ

so that by changing z by z − b(z,z)
2 x, we will have the sought extension. It suffices therefore to find z

fulfilling 1).

Let then S be an arbitrary complement of u(F) in E and φ ∈ E∗ the linear form null on S and equaling

u−1(t), y for any t ∈ u(F) - recalling that u is assumed injective therefore bijective from F to u(F) -.

Since b is non-degenerate, there exists z ∈ E such that φ = b(., z) and z fulfills 1).

21.13 Appendix: Quadratic Pencils

The classification of quadratic forms allows for the study of quadrics as seen in the real case (or in the

complex case -cf. tutorial-). It is the first step towards understanding their arithmetic. Here, we focus on

the intersections of two quadrics, one of which is non-degenerate (a relatively mild assumption -why?-).

For another proof, see V..

Let q1, q2 be two quadratic forms on a k-vector space V of finite dimension n with q1 non-degenerate.

Denote b1, b2 as the associated bilinear forms and Sℓ = (bℓ(ei, ej))i,j , ℓ = 1, 2 the matrices in a basis

B = (ei) chosen arbitrarily. Thus S1 ∈ GLn(k).

If k = R and q1 is definite, the reduction theorem 12.6.3.1 ensures that we can find a basis such that the

matrix of q1 is the identity and that of q2 is diagonal, thus reducing to a «diagonal pencil»):

q1(x) =
∑

x2i and q2(x) =
∑

λix
2
i .
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Pencils

What about in the general case? Generally speaking, we will talk about a diagonal pencil for

q1(x) =
∑

µix
2
i and q2(x) =

∑
λix

2
i .

Thus (q1, q2) is a diagonal pencil in a suitable basis if and only if there is a basis of co-orthogonalization.

Theorem 21.13.0.1. With the notations above, q1, q2 is a diagonal pencil in a suitable basis if and only

if S−1
1 S2 is diagonalizable over k. This is particularly the case if

Card{λ ∈ k|q2 + tq1 is degenerate)} = n.

� As we have seen, generally, S−1
1 S2 is not diagonalizable, even with S1 = Id (cf. 12.6.3.2). Note also

that if k is algebraically closed, we can take µi = 1 (changing ei to ei/
√
µi), the eigenvalues of S−1

1 S2 are

the quotients λi/µi.

Proof. Let u be the endomorphism defined by S−1
1 S2: it is self-adjoint for q1 (cf. 19.4.1.2).

Suppose u is diagonalizable. We proceed by induction on n, the case n = 1 being trivial. Assume n > 1

and the proposition true in dimension < n.

If u is a homothety µ Id, then q2 = µq1 and (q1, q2) is a diagonal pencil in any orthogonal basis of q1

Suppose then that u is not a homothety. The eigenspaces of u are orthogonal to each other for q1: if

x ∈ Ker(u− λ Id), x′ ∈ Ker (y − λ′ Id) with λ ̸= λ′, we have

λ′(x, x′)1 = (x, u(x′))1 = (u∗(x), x′)1 = (u(x), x′)1 = λ(x, x′)1

and thus (x, x′)1 = 0. By taking for each eigenspace an orthogonal basis q1, we thus obtain an orthogonal

basis q1 B = (ei) of eigenvectors of u. Let P be the passage matrix from B to B (the columns of P are

the coordinates of the vectors of B relative to B). We have

MatB(u) = P−1S−1
1 S2P = (P−1S−1

1
tP−1)(tPS2P) = (tPS1P)

−1(tPS2P) = S
−1

1 S2.

with Sℓ matrices of qℓ in B′. By construction, both S1 and MatB(u) = S
−1

1 S2 are diagonal and thus so is

S2 which is their product.
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The converse is clear because if the pencil is diagonal considering B a basis B of diagonalization, both

S1 and S2 are diagonalized and thus the same for S
−1

1 S2. which is similar to S−1
1 S2 as we just saw.

The last point means that u has n distinct eigenvalues: u is indeed diagonalizable.

21.14 Supplementary Exercises

Exercise(s) 21.14.0.1. TBD

Exercise(s) 21.14.0.2. TBD

Exercise(s) 21.14.0.3. Let P be the set of prime numbers, vp(x) the exponent of p in the factorization

of x ∈ Q∗, and v∞(x) ∈ Z/2Z defined by sign(x) = (−1)v∞(x). Show that the application x 7→→ (vi(x))

defines a group isomorphism Q∗ /(Q∗)2 ≃ (Z/2Z)(P∪{∞}).



276 CHAPTER 21. QUADRATIC FORMS



Chapter 22

The orthogonal group of a

non-degenerate quadratic form

Gauss’ Disquisitiones1

22.1 Perspective

In this chapter, (E, q) denotes a non-degenerate quadratic space of dimension

n > 0 and S is the (invertible) matrix of q in a given basis B.

1On Forms and Indeterminate Equations of the Second Degree.//153. In this section, we will mainly discuss functions

of two indeterminates of the form ax2 + 2bxy + cy2, where a, b, and c are given integers, functions that we will call second

degree forms, or simply forms...

277
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22.2 Definition

Note that an endomorphism u with matrix M = Mat(u,B) preserves q if and only if tMSM = S so that

det(M) ̸= 0. Thus, u is automatically an isometry (or an orthogonal endomorphism as preferred. The

set of isometries of (E, q) forms a subgroup O(q) of GL(E). It is noted that the orthogonal groups of two

equivalent quadratic forms are isomorphic (exercise).

Remark(s) 22.2.0.1. If b is Hermitian or alternating, we can still talk about isometries. In the Hermi-

tian case, we refer to the unitary group U(b) and in the alternating case to the symplectic group Sp(b)

.

Since u ∈ O(q) if and only u∗ = u−1, that is if

tMat(u,B) ·Mat(q,B) ·Mat(u,B) = Mat(q,B).

we have (detu)2 = 1. We then define the special orthogonal group SO(q) as the normal subgroup of

isometries with determinant 1, resulting in an exact sequence

{1} → SO(q) → O(q) → {±1} → {1}

22.3 The case of dimension 2

A non-degenerate quadratic plane is either hyperbolic or anisotropic (21.4.0.1) depending on whether

− disc(q) is a square or not. Let’s study SO(q) in each of these cases.

Proposition 22.3.0.1. The special orthogonal group of a hyperbolic plane is commutative and isomorphic

to k∗. Explicitly q(x, y) = xy, we have SO(q) = {diag(a, a−1), a ∈ k∗} ≃ k∗.

Proof. We choose coordinates such that q(x, y) = xy so that SO(q) identifies with matrices M =
a b

c d


 of determinant 1 such that tMSM = S with S =


0 1

1 0


. The corresponding equations are then

2ac = 0

bc+ ad = 1

2bd = 0

ad− bc = 1
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From the second and fourth we deduce ad = 1 thus a and d are invertible. From the first and third we

then deduce b = c = 0.

Let −α be a non-square in k∗ and qα with discriminant α. Recall (21.5) that an anisotropic plane

is isometric to the field K = k[
√−α] (isomorphic to k2 as a k-vector field) equipped with the form

N(z) = zσ(z) where σ(x+
√−αy) = x−√−αy.

Proposition 22.3.0.2. The special orthogonal group of a hyperbolic plane is commutative and isomorphic

to the subgroup {z ∈ K∗| N(z) = 1} of K∗, which acts by multiplication on K equipped with the quadratic

form N.

Proof. The matrix for multiplication by z = a+αc in K in its natural basis (1,
√−α) is M =


a b

c d




and the determinant of M is N(z). In this basis, q(x, y) = x2 + αy2 so that we have well defined an

injective morphism of {zinK∗| N(z) = 1} into SO(qα). For surjectivity, it’s a calculation analogous

to the previous one with q(x, y) = x2 + αy2 so that SO(q) identifies with matrices M =


a b

c d


 of

determinant 1 such that tMSM = S with S =


1 0

0 α


.

As det(M) = 1, we have

 a αc

α−1b d


 = S−1tMS = M−1 =


 d −b
−c a




and thus a = d, c = −b/α with det(M) = a2 + αc2 = 1 proving surjectivity.

The reader will recognize for k = R and α = 1 the isomorphism of the plane rotation group with the

unit circle of the complex plane.

22.4 Orthogonal Symmetries

A symmetry is an endomorphism u such that u ◦ u = Id. In particular, they are invertible. Moreover,

the eigenvalues are ±1, and there exists a decomposition of E into the direct sum E = E+ ⊕ E−, where

E+ is the eigenspace associated with the eigenvalue 1, and E− with the eigenvalue −1.

Proposition 22.4.0.1. A symmetry is orthogonal if and only if the E+ and E− are orthogonal. In this

case, these spaces are non-isotropic.

Conversely, if F is a non-isotropic subspace, then there exists a unique orthogonal symmetry such that F

is exactly the eigenspace associated with the eigenvalue 1.
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Proof. If u is orthogonal, then, for x ∈ E+ and y ∈ E−, we have

b(x, y) = b(u(x), u(y)) = −b(x, y)

therefore b(x, y) = 0 because car k ̸= 2.

Conversely, if these spaces are orthogonal, then, let x, y ∈ E. We write




x = x+ + x−, (x+, x−) ∈ E+ × E−

y = y+ + y−, (y+, y−) ∈ E+ × E−

It follows

b(u(x), u(y)) = b(x+, y+) + b(x−, y−) = b(x, y) .

Let F be non-isotropic. We denote H = F⊥. Thus, E = F
⊥
⊕ H, and we can define u ∈ O(q) by u|F = Id

and u|H = − Id.

Definition 22.4.0.2. When dimE− = 1, u is called a reflection, and when dimE− = 2, it is referred to

as a inversion (half-turn around axis E+).

Example(s) 22.4.0.3. If y is anisotropic, the endomorphism sy defined by sy(x) = x − 2 b(x,y)b(y,y)y is the

reflection with E+ = {y}⊥ and E− = ky. In particular, if q(x) = q(y) and x − y is anisotropic, then

sx−y(x) = y. It should be noted that the previous formula proves that the restriction of a reflection sx to

a stable space containing x is still a reflection and that the opposite of a reflection in dimension 3 is a

reversal.

22.5 Orthogonal Similitude

As in the Euclidean case, orthogonal similitudes, or similitudes for short, are endomorphisms u such that

there exists a scalar λ ∈ k∗ such that b(u(x), u(y)) = λ · b(x, y). They form a group GO(q) and we have

the exact sequence

1 → O(q) → GO(q) → k∗

where the last arrow is given by the scalar λ. For convenience of the reader, we adapt by copying the

Euclidean characterization below.

Matrix-wise, we obtain the following identity:

tMat(u,B) ·Mat(q,B) ·Mat(u,B) = λ ·Mat(q,B) .

Thus, det2 u = λn.
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When k is algebraically closed, or when (k∗)2 = k∗, we have the short exact sequence:

1 → O(q) → GO(q) → k∗ → 1.

Indeed, if µ ∈ k∗, consider λ ∈ k such that λ2 = µ, and u = λI. It follows that b(u(x), u(y)) = λ2 ·b(x, y) =
µ · b(x, y). Generally, it is not obvious to find a section that gives the square root of a scalar.

We have the following characterization of similarities.

Proposition 22.5.0.1. Let E be a finite-dimensional k-vector space equipped with a non-degenerate

quadratic form q. Let u ∈ GL(E). Then, u is a similitude if and only if u preserves orthogonality, that is

∀x, y ∈ E, x ⊥ y ⇐⇒ u(x) ⊥ u(y) .

Proof. It is straightforward to verify that a similitude preserves orthogonality. Conversely, consider an

orthogonal basis B = (e1, . . . , en) of E. Let εi = u(ei), i = 1, . . . , n, which also form an orthogonal basis

by assumption.

Since q is non-degenerate, q(ei), q(εi) are non-zero, hence there exists λi ∈ k∗ such that q(εi) = λiq(ei).

It suffices to show that λi is independent of i to conclude that u is a similitude. We take two indices i ̸= j

and set λ = −q(ei)/q(ej). It follows

b(ei + ej , ei + λej) = q(ei) + λq(ej) = 0

therefore these vectors are orthogonal. Consequently, u(ei + ej) = εi + εj and u(ei + λej) = εi + λεj are

also orthogonal and we deduce

λ = − q(εi)

q(εj)
= −λi

λj
· q(ei)
q(ej)

= λ · λi
λj
.

This clearly shows that λi is a constant function of i.

22.6 Generators of the orthogonal group

We will demonstrate that reflections (resp. reversals) generate O(q) (resp SO(q).) Let’s start with a

simple case.

Lemma 22.6.0.1. If q is anisotropic, any isometry u is the product of at most rk(u− Id) reflections.

Proof. We use induction on

d = rk(u− Id) = n− dimKer(u− Id) ≤ n
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If d = 0, the identity is indeed a product of 0 symmetries. Assume 0 < d ≤ n and the theorem proven for

any isometry v such that rk(v − Id) ≤ d− 1.

As d > 0, we can choose x not belonging to Ker(u − Id), that is, not fixed by u. Let y = u(x) ̸= x. We

have q(x) = q(y) and y−x is anisotropic since it is non-null. We have sx−y(x) = y according to 22.4.0.3

and thus v(x) = x with v = sx−y ◦ u. But if z ∈ Ker(u− Id), then

b(z, x− y) = b(z, x)− b(z, u(x)) = b(z, x)− b(u(z), u(x)) = b(z, x)− b(z, x) = 0

thus Ker(u − Id) ⊂ {x − y}⊥ = Ker(sx−y − Id). Hence, kx ⊕ Ker(u − Id) ⊂ Ker(v − Id) and thus the

codimension of rk(v − Id) ≤ d− 1. We conclude by applying the induction hypothesis to v.

Proposition 22.6.0.2. If q is non-degenerate, any isometry is a product of at most 2n hyperplane

symmetries.

Proof. We proceed by induction on n and let u ∈ O(q). Suppose x is non-isotropic such that u = u(x)

is also. One of the vectors x− y or x+ y is thus non-isotropic according to the polarization formula.

If x − y is non-isotropic, v = sx−y ◦ u fixes x. As x is non-isotropic, the hyperplane H = x⊥ is a

complement of kx which is stable by v. We then apply the induction hypothesis to the restriction of v to

H noting that (H, q) is non-degenerate.

If x+ y is non-isotropic, we define v = sy ◦ sx+y ◦ u and conclude as above.

Remark(s) 22.6.0.3. It can be proven that n symmetries suffice (Cartan-Dieudonné).

Proposition 22.6.0.4. If n ≥ 3, every element of SO(q) is the product of at most n reversals.

Proof. Every element of SO(q) is the product of an even number of reflections such that it is a matter

of demonstrating that the product u = sx ◦ sy of two reflections is a composite of reversals.

We may assume that x, y are non-collinear so that they generate a plane P. As q|P is non-null (x and y

anisotropic by definition), its kernel P ∩ P⊥ is at most of dimension 1. Note that the restriction of v to

P⊥ = x⊥ ∩ y⊥ is the identity and that P is stable by v.

If P ∩ P⊥ = {0}, then E = P⊕ P⊥ and P⊥ is non-degenerate as E so we can take z ∈ P⊥ non-isotropic.

Then, W = Span(x, y, z) is non-degenerate such that we have a decomposition E = W ⊕ W⊥ which is

stable by v and we conclude by induction.

If P ∩ P⊥ is a line D, let z ̸∈ D⊥ and W = Span(x, y, z). As D ⊂ P⊥, we have P ⊂ D⊥ such that z /∈ P

and W is dimension 3. Let’s show that W is non-degenerate. Suppose thus w ∈ W∩W⊥ non-null. Since
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w ∈ z⊥, we have w ∈ D ⊂ P. But W⊥ ⊂ P⊥ thus w ∈ P ∩ P⊥ = D and D = kw. But b(w, z) = 0, thus

z ∈ D⊥, a contradiction. Then, E = W ⊕W⊥. As u acts on the identity on P⊥ ⊂ W⊥, it also acts on

the identity on W⊥ and thus leaves stable W. But the restrictions of −sx and −sy to W are reversals

(22.4.0.3 ) as well as their extensions rx, ry by the identity on W⊥. And we have y = rx ◦ ry.

Exercise(s) 22.6.0.5. Show that the conjugate of a reflection by an isometry is an isometry, specifying

its characteristic elements. Deduce from this the centers of the orthogonal and special orthogonal groups.
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Chapter 23

Automorphisms of classical groups

23.0.1 Perspective

We first explain how the consideration of involutions in the orthogonal groups

allows to intrinsically recover the projective space of Rn in On(R)/{± Id}
with is combinatorial collinearity structure and how this allows to compute

its automorphism group. We adapt the method to the general linear group

(see (23.1.2.3) and [Dieu-1951] for a vast but difficult to read generalization).

285
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23.1 Automorphisms of On(R)

Our goal in this section is to prove that the inner automorphism




On(R) → On(R)

g 7→ Ad(g0)(g) = g0gg
−1
0

are the only automorphisms of the orthogonal group in dimension ≥ 3! The key point is the study of

involutions.

23.1.1 Involutions

Lemma 23.1.1.1. Let S be a commuting family of involutions of Od(R), d ≥ 1. For s ∈ S, let us define

p(s) = min{dimFix(s),dimFix(s)⊥} ∈ [0, . . . , n/2].

1. s is conjugate under SOd(R) to ±diag(Idp(s),− Idn−p(s)).

2. Fix(s′) = Fix(s) if and only if s′ = ±s.

3. s, s′ are conjugate if and only if p(s) = p(s′).

4. p(s) = 0 if and only if s ∈ Z(G) = {± Id}..

5. ±s is an orthogonal reflection if and only if p(s) = 1 : we will call them extremal involutions.

6. The restrictions to Fix(s) and Fix(s)⊥ defines an isomorphism

C(s)
∼−→ O(Fix(s))×O(Fix(s)⊥).

In particular, two different reflections commutes if and only if their skew lines are orthogonal.

7. There exists g ∈ SOd(R) such that gSg−1 is a family of diagonal matrices with ±1 entries1.

2

Proof.

1. Recall that V = Fix(s)
⊥
⊕Fix(s)⊥ and Fix(s)⊥ = Ker(s + Id) for an orthogonal symmetry. Then,

changing the sign of one of the eigenvectors of a corresponding orthormormal basis of eigenvectors,

we get the first three points.

5. p(s) = 0 means either dimFix(s) = n and s = Id or dimFix(s)⊥ = n and s = − Id (which is the

only non trivial central element of On(R)).

2Compare with 5.7.0.4.
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6. An matrix is in the centralizer of a diagonalizable matrix if and only if it leaves globally invariant

its eigenspaces. It is moreover orthogonal if and only the corresponding restrictions are orthogonal,

proving the item.

7. Induction on d, the case d = 1 being trivial. One can assume than one involution s of the family is

̸= Id. Both F+ = Fix(s) and its orthogonal F− are dimension < d and are stable by all members s′

of the family because they are its ±1 eigenspaces of s which commutes with all s′ (5.7.0.3). Let B±

be othornormal basis of F±. Changing one vector to this opposite if necessary, one can assume that

B+ ⊔B− is a direct orthogonal basis of Rd which identifies V± to standard Euclidean of dimension

< d. With this identification, by induction there exists g± in the special orthogonal group such that

g±S±g
−1
± is a family of diagonal matrices with ±1 entries and we set g = diag(g+, g−).

Corollary 23.1.1.2. Let d, d′ ≥ 1. Then Od(R)
∼−→ Od′(R) or SOd(R)

∼−→ SOd′(R) if and only if d = d′.

Proof. By the above lemma, the maximal numbers of commuting involution of Od(R) is 2d (2d−1 for

SOd(R)), number which is invariant through group isomorhism.

Exercise(s) 23.1.1.3. Let d, d′ ≥ 1. Prove that SOd(R) and Od′(R) are never isomorphic.

Let G = On(R), n ≥ 3 acting naturally on the left on. V = Rn. We denote by C(S) the centralizer of a

subset S ⊂ G and by D(H) the derived subgroup H ⊂ G.

Proposition 23.1.1.4.

1. The maximal cardinality of a family S of pairwise permuting involutions s′ conjugate to a given

involution s of On(R) is


 n

p(s)


.

2. The involution s of On(R) is extremal if and only if the maximal number of commuting family of

involutions in the conjugacy class of s is n. In this case, there a unique line D = D(s) of V such

that s = ±sD.

3. Let Di be lines of V. One has

D(C(sD1
, . . . , sDi

))
∼−→ SO(D1 + · · ·+Di)

⊥

where the second member acts trivially on D1 + · · ·+Di.

.
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Proof. 1. By lemma 23.1.1.1, one can assume that all matrices are diagonal with ±1 entries with

±diag(Idp(s),− Idn−p(s)) ∈ S. A matrix in ±S is diagonal with d coefficients equal to 1,the other

one being equal to −1 because it is conjugate to s. There is at least


 n

p(s)


 such matrices and the

maximal set is obtained by choosing an arbitrary subset of cardinality p(s) in the indices {1, . . . , n}
where the coefficients of matrices of ±S will be equal to 1.

2. The formula


n
1


 = n gives the first point. Because, ±s is conjugate to diag(1,− Idn−1), the

existence of D follows. If we had two such different lines D,D′, we would have sD = −sD′ which is

only possible for n = 2.

3. As in the above lemma, because V = D
⊥
⊕D⊥, one has g ∈ C(sD) if and only if g|D = ±1 and

g|D⊥ ∈ O(D⊥). More generally, g ∈ C(sD1
, . . . , sDi

) if and only g(Di) ⊂ Di meaning that its

restriction to (D1+· · ·+Di) acts by ±1 on each generating lines and that its orthogonal is stable (with

an orthogonal restriction of g). If G is the (finite abelian) group of all orthogonal transformations

acting by ±1 on each Di’s, this means that, up to the obvious diagonal embedding, one has

{Id} ×O(D1 + · · ·+Di)
⊥) ⊂ C(sD1

, . . . , sDi
) ⊂ G×O(D1 + · · ·+Di)

⊥)

which gives the item because Z(G) is trivial and D(Od(R) = D(SOd(R)) (13.7).

23.1.2 The main theorem

Theorem 23.1.2.1. Any automorphism Φ of On(R), n ≥ 3 is inner.

Proof. Φ maps the center {± Id} onto itself and therefore non central involutions to non central involu-

tions. Because extremal involutions (23.1.1.1) are purely characterized in group theory terms by 23.1.1.4

and 23.1.1.1, the image of the extremal involution SD is an extremal involution

Φ(sD) = ε(D)sφ(D)

for some line Φ(D) and sign ε(D) ∈ {±1}. Let Φ′ be the inverse of Φ and φ′ the correponding map at the

line levels. One has sD = ±sφ′◦φ(D). Because the defining of an extremal involution is line is uniquely

defined, one has φ′ ◦ φ = Id and analogously φ ◦ φ′ = Id showing that Φ is a bijection.

If D1,D2,D3 are distinct collinear points of Pn
R, then, as subvector spaces of V, the dimension of D1 +

D2 +D3 is 2 and thanks to (23.1.1.4)

Z(C(sD1
, sD2

, sD3
))

∼−→ SOn−2(R).
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Because Φ is a morphism, it induces an isomorphism

Z(C(sD1
, sD2

, sD3
))

∼−→ Z(C(sφ(D1), sφ(D2), sφ(D3)))
∼−→ SOn−3(R)

and therefore SOn−2(R)
∼−→ SOn−3(R). This is impossible if n ≥ 4 by (23.1.1.2). If n = 3, one observes

that g ∈ C(sD1
, sD2

, sD3
) if and only g leaves the plane D1+D2+D3 invariant, giving an infinite centralizer

and that γ ∈ C(sφ(D1), sφ(D2), sφ(D3) if and only if γ leaves the independant lines φ(Di) invariant, showing

that this group is finite (at most of order 23). In all situation, the bijection φ preserves collinearity.

By (18.5.1.2) and the fundamental theorem of projective geometry (18.5.1.3), there exists an homography

defined by some A ∈ GLn(R) such that ∀D ∈ Pn
R, φ(D) = A(D). If D,D′ are orthogonal, sD and s′D

commute, so does there image ±sφ(D) and ±sφ(D′) implying φ(D) and φ(D′) orthogonal by 23.1.1.1. We

deduce that A is an Euclidean similitude (13.8) We can therefore assume A ∈ On(R). The formula

Ad(A)(sD) = sA(D) shows that the automorphism Ψ = Ad(A−1) ◦ Φ satisfies Ψ(sD) = ±sD for any line

D. Because reflections generates the orthogonal group (13.7.0.2), we have

Ψ(g) = ε(g)g, g ∈ On(R)

where ε has values in {±1} and is a morphism of groups like Ψ. But ε is trivial on the derived group

which is SOn(R) (13.7.0.5) and is accordingly induced by a endomorphism of the group with 2 elements

proving ε(g) = 1 for all g. This proves Ψ = Id and Φ = Ad(A) as wanted.

Exercise(s) 23.1.2.2. Prove that the surjective morphism Ad : On(R) → Aut(On(R)) has kernel

{± Id}.

Remark(s) 23.1.2.3. The key geometric observation is that there if V is Euclidean, the projective space

1. PV can be intrinsically defined in purely group theoretic terms in O(V)/Z(O(V)) = O(V)/{± Id} as

{extremal involutions}/Z(O(V))

2. the incidence relation defined by collinearity is also canonically defined in purely group theoretic

terms.

Therefore, an automorphism preserves this combinatorial datum and therefore is induced by an homog-

raphy: this is exactly the startegy we have used. In the next section 23.2, we will keep the same general

strategy: defining a combinatorial object in purely group theoretic terms related with projective geome-

try which will be therefore invariant by any automorphism and then apply the fundamental theorem of

projective geometry.

The reader will easily check that this argument works without modification for SO(2n+1)(R) but fails for

SO(2n)(R). The reason is that reflections never belong to SO and that non central extremal involutions

are up to sign Euclidean inversions. Therefore we have to study the so-called Grassmannian of planes
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rather that the projective space of planes. This can be done (in an analogous but more complicated way see

(23.2.6.2)) but only for n > 4. Indeed, we have already seen (see chapter 14) that in this case (14.3.4.1)

SO4(R)
∼−→ SO3(R)× SO3(R)/{± Id}

and that the morphism flipping both factors is not inner (14.5.0.4).!

23.2 Automorphisms of GL(V)

Let k be a (commutative) field of characteristic ̸= 2 and V a k-vector space of dimension n > 2. We

identify V with its bidual: a hyperplane in the dual defines a line D ∈ PV, specifically H⊥. Symmetrically,

a line D in V defines a hyperplane H ∈ PV∗, specifically H⊥. The hypothesis ensures that a hyperplane

H of V is never a line D of V, and vice versa.

23.2.1 Involutions

We adapt the results 23.1.1. As in the orthogonal case, we define for any symmetry s of a vector space,

E±(s) = Ker (s ± Id) and p(s) = min±{dimE±} ∈ [0, . . . , n/2]. Involutions with p(s) = 1 are called

extremal involutions.

Lemma 23.2.1.1. Let s, s′ involutions of GLd(k)

1. s is conjugate under SLd(k) to ±diag(Idp(s),− Idn−p(s)).

2. s, s′ are conjugate if and only if p(s) = p(s′).

3. p(s) = 0 if and only if s is central, i.e. s = ± Id.

4. The restrictions to E+ and E− defines an isomorphism C(s)
∼−→ GL(E+)×GL(E−).

5. For any commuting family S of involutions, there exists g ∈ SL(V) such that gSg−1 is a family of

diagonal matrices with ±1 entries.

6. Let d, d′ ≥ 1. Prove that GLd(k) and GLd′(k) are never isomorphic.

7. The maximal number of commuting symmetries3with s is


 n

p(s)


. In particular, s is extremal if

and only if s is non central and this maximal number is n.

3Another group theoretic characterization of extremal symmetries follows from the fact that p(s) > 1 if and only if

D(C(s))
∼−→ SLp(s)(k)× SLn−p(s)(k) has a non central proper normal subgroup.
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Proof. Straightforward adaptation of the proof of 23.1.1.1 and 23.1.1.4.

We will denote by E ⊂ GL(V) the set of extremal involutions and for any s ∈ E by D(s) ∈ PV its

dimension 1 eigenspace and by H(s) ∈ PV⋆ its dimension n− 1 eigenspace (they are well defined because

1 ̸= n− 1). Finally, for any subset S ⊂ E, we define this ad-hoc version of the commutant of S by

S⋄ = {s′ ∈ E|∀s ∈ S, s ◦ s′ = s′ ◦ s}.

Let us observe that S 7→ S⋄ is decreasing and S ⊂ S⋄⋄.

23.2.2 Pairs of extremal involutions

Definition 23.2.2.1. A pair of involutions {σ1, σ2} is minimal if the following conditions hold

1. σ1, σ2 ∈ E.

2. σ1 ̸= ±σ2 (i.e. σ1σ2 non central)

3. σ1 and σ2 have a common eigenspace.

Lemma 23.2.2.2. Let σ1, σ2 ∈ E. Then,

1. σ1 and σ2 commute if and only

• either D1 = D2 and H1 = H2 (or equivalently σ1σ2 is central)

• or D1 ⊂ H2 and D2 ⊂ H1.

Assume σ1 and σ2 do not commute.

2. {σ1, σ2}⋄ = {s ∈ E|D(s) ⊂ H1 ∩H2 and D1 +D2 ⊂ H(s)}.

3. If H1 ∩H2 ⊂ D1 +D2, then {σ1, σ2}⋄ = ∅, {σ1, σ2}⋄⋄ = E and n = 3.

4. If H1 ∩H2 ̸⊂ D1 +D2 then {σ1, σ2}⋄⋄ = {s′ ∈ E|H1 ∩H2 ⊂ H(s′) and D(s′) ⊂ D1 +D2}.

5. {σ1, σ2} is minimal if and only if for any σ′
1, σ

′
2 ∈ {σ1, σ2}⋄⋄ such that σ′

1 ̸= ±σ′
2, one has

{σ1, σ2}⋄⋄ = {σ′
1, σ

′
2}⋄⋄.

Proof.

Proof of (1).
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Assume first σ1 and σ2 commute. Changing sign if necessary, in a suitable basis σ1 has matrix − Id+2E1,1

and σ2 = Id+2Ei,i for some i = 1, . . . , n. Then D1 =< e1 >,H1 =< ej , j ̸= 1 > and D2 =< ej >,H2 =<

ej , j ̸= i > proving the direct implication of the first item.

Conversely, assume D1 ⊂ H2 and D2 ⊂ H1. Changing signs if necessary, we can assume that Hi are

the space of fixed points of σi. Then H2 ̸= H1 because D1 ∩ H1 = {0}. The intersection H1 ∩ H2 is

therefore an hyperplane of H1 and H1 = D2 ⊕H1 ∩H2 and by symmetry H2 = D1 ⊕H2 ∩H1. Therefore

V = D1 ⊕D2 ⊕ H1 ∩ H2. It follows that σ1 ◦ σ2 is the identity on H1 ∩ H2 and − Id on D1,D2 and so is

σ2 ◦ σ1 by symmetry proving that σ1 and σ2 commute.

Proof of (2).

Let s ∈ {σ1, σ2}⋄. Because σ1 and σ2 does not commute, s = not = ±σi, i = 1, 2. By (1), we get therefore

D(s) ⊂ Hi and Di ⊂ H(s) hence the inclusion

{σ1, σ2}⋄ ⊂ {s ∈ E|D(s) ⊂ H1 ∩H2 and D1 +D2 ⊂ H(s)}.

The reverse inclusion is obvious from (1).

Proof of (3).

If s ∈ {σ1, σ2}⋄, we have in our case D(s) ⊂ H(s) which is impossible. Therefore, {σ1, σ2}⋄ = ∅, {σ1, σ2}⋄⋄ =

E. Looking at dimensions in the inclusion H1 ∩ H2 ⊂ D1 + D2, we get n − 2 ≤ 2. If n = 4, we get

H1 ∩H2 = D1 +D2 hence D1 ⊂ H1 which is impossible.

Proof of (4). We have H1 ∩H2 ̸⊂ D1 +D2.

Let

s′ ∈ {s′ ∈ E|H1 ∩H2 ⊂ H(s′) and D(s′) ⊂ D1 +D2}

and let

s ∈ {σ1, σ2}⋄
(2)
= {s ∈ E|D(s) ⊂ H1 ∩H2 and D1 +D2 ⊂ H(s)}

One has therefore D(s) ⊂ H1 ∩ H2 ⊂ H(s′) and D(s′) ⊂ D1 + D2 ⊂ H(s) and therefore s, s′ commute

thanks to (1) proving s′ ∈ {σ1, σ2}⋄⋄.
Conversely, assume that s′ /∈ {s′ ∈ E|H1∩H2 ⊂ H(s′) and D(s′) ⊂ D1+D2} with for instance4 H1∩H2 ̸⊂
H(s′). But H1 +H2 ̸⊂ D1 ∩D2 by assumption and therefore, both the intersections of H(s′) and D1 +D2

with H1 ∩ H2 are proper subspaces of H1 ∩ H2 whose union cannot be the whole H1 ∩ H2 (??). Let us

chose a line D =< d > with d in the complement :

D ⊂ H1 ∩H2 and D ̸⊂ H(s′),D ̸⊂ D1 +D2.

Let S be any supplement of D⊕ (D1 +D2) in V and the hyperplane H = (D1 +D2)⊕ S and let s ∈ E the

involution (d, h) ∈ D⊕H 7→ (−d, h). By construction,

D(s) = D ⊂ H1 ∩H2 and D1 +D2 ⊂ H = H(s)

proving s ∈ E using (a) and D(s) ̸⊂ H(s′) proving that s and s′ do not commute thanks to the first point.
4The case D(s′) ̸⊂ D1 +D2 being reduced to this one by duality.
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Proof of (5).

For the direct implication, assume that {σ1, σ2} is minimal with for instance D1 = D2 = D and therefore

H1 ̸= H2 because σ1 ̸= ±σ2. If we had H1 ∩ H2 ⊂ D1 + D2 = D, we would have H1 ∩ H2 = D and

D1 = H1∩H2 ⊂ H1, a contradiction. Therefore, we have H1∩H2 ̸⊂ D1+D2 = D. Let σ′
1, σ

′
2 ∈ {σ1, σ2}⋄⋄

such that σ′
1σ

′
2 ̸= ± Id. We will denote the eigenspaces of σ′

i by D′
i,H

′
i with dim(D′

i) = 1. One has

σ′
i ∈ {σ1, σ2}⋄⋄

(4)
= {s ∈ E|H1 ∩H2 ⊂ H(s) and D(s) = D}.

In particular, we D′
i = D and H1 ∩ H2 ⊂ H′

1 ∩ H′
2. But H′

1 ̸= H′
2 because σ′

1 ̸= ±σ′
2 and therefore

H1 ∩ H2 = H′
1 ∩ H′

2 ̸⊂ D′
1 + D′

2 = D. We conclude the wanted equality {σ1, σ2}⋄⋄ = {σ′
1, σ

′
2}⋄⋄ by (4)

applied to σ′
1, σ

′
2.

For the converse implication, assume now {σ1, σ2} not minimal, that is H1 ̸= H2 and D1 ̸= D2. If

H1 + H2 ⊂ D1 + D2, we have {σ1, σ2}⋄⋄
(3)
= E and n = 3. We just have to give one example of non

commuting involutions of k3 with produce two {σ1, σ2}⋄⋄ ⊊ E : take for instance the permutation matrices

of two transpositions of S3. Assume now H1 +H2 ̸⊂ D1 +D2. Let v ∈ V such v mod H1 ∩ H2 does not

not belong to the two lines images of D1,H1 in the plane V/H1∩H2(7.1.0.1) and let H =< v > ⊕H1∩H2.

By construction, D1 ̸⊂ H and H ̸= H1. Let s be the reflection associated to D1,H. The involutions σ1 and

s do not commute (because H1 ̸= H) and H1 ∩H = H1 ∩H2 for dimension reasons. If H1 ∩H ⊂ D1 +D,

we have {σ1, s}⋄,⋄
(3)
= E and E̸={sigma1, σ2}⋄⋄ because any symmetry s′ with D(s′) ̸⊂ D1 +D2 is not in

{σ1, σ2}⋄⋄ by (4). Assume finally that H1 ∩H ̸⊂ D1 +D. We have

σ2 ̸∈ {s′ ∈ E|H1 ∩H ⊂ H(s′) and D(s′) = D1}
(4)
= {σ1, s}⋄,⋄

and certainly σ2 ∈ {σ1, σ2}⋄⋄.

Lemma 23.2.2.3. Up to sign,any transvection is a product of a minimal pair of involutions and con-

versely any such product is a transvection.

Proof. The formula 
1 1

0 1


 =


1 −1

0 −1




1 0

0 1




shows that a transvection is the product of two extreme involutions with a common eigenspace (here

ke1).

Conversely, by transposing if necessary, we can consider two extreme involutions with a common fixed

line. In a suitable basis, the matrices of these involutions are necessarily

±diag(1,−1, . . . ,−1) and ±


1 L

0 − Id


 ,

where L = (Li, i ≥ 2) ̸= 0. Their product, up to sign, is


1 L

0 Id


 , which maps x = (x1, . . . , xn) ∈ kn to

x+
∑n
i=2 Lixi. This is a transvection of kn with hyperplane H defined by

∑n
i=2 Lixi and line ke1 ⊂ H.
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Lemma 23.2.2.4. For two transvections τ1, τ2 of respective types (D1,H1) and (D2,H2), their product

is again a transvection or the identity if and only if D1 = D2 or H1 = H2 and they commute if and only

if D1 = D2 and H1 = H2

Proof. Let τi(x) = x+ φi(x)vi, where φi, vi are nonzero and φi(vi) = 0. Then:

τ1τ2(x) = x+ φ2(x)v2 + φ1(x+ φ2(x)v2)v1 = x+ φ2(x)v2 + (φ1(x) + φ2(x)φ1(v2))v1.

If H1 = H2, then φ2 = λφ1 with λ ̸= 0, so φ1(v2) = 0. Thus:

τ1τ2(x) = x+ φ1(x)(v1 + λv2),

which is a transvection or the identity, depending on whether v1 + λv2 ̸= 0.

If D1 = D2, then v2 = λv1 with λ ̸= 0, so:

τ1τ2(x) = x+ (λφ2 + φ1)(x)v1,

which is a transvection or the identity, depending on whether (λφ2 + φ1) ̸= 0.

Conversely, suppose τ1τ2 is a transvection, so D = Im(τ1τ2 − Id).

If D1 ̸= D2, the pair (v1, v2) is linearly independent. For every x, the vector:

φ2(x)v2 + (φ1(x) + φ2(x)φ1(v2))v1

is collinear to a direction vector of D, necessarily of the form av1 + bv2. Therefore:

det


φ2(x) φ1(x) + φ2(x)φ1(v2)

b a


 = (a− bφ1(v2))φ2(x)− bφ1(x) = 0,

which establishes a non-trivial linear relation between φ1 and φ2, implying H1 = H2.

Thus, D1 = D2 or H1 = H2 is a necessary and sufficient condition. The commutation statement fol-

lows from the previous computation (sufficient condition) and the fact that commuting endomorphisms

preserve eigenspaces (necessary condition).

We call a subgroup of SL(V) a t-group if, up to sign, all its non-identity elements are transvections.

Corollary 23.2.2.5. Let Σ be a t-group in SL(V). Then:

• Either there exists a line D such that for every transvection ±τ ∈ Σ, D(τ) = D,

• Or there exists a hyperplane H such that for every transvection ±τ ∈ Σ, H(τ) = H.

In particular, the maximal t-subgroups of Σ ⊂ SL(V) are the non commutative subgroups:
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1. ΣD
∼−→ Hom(V/D,D), whose non-central elements are, up to sign, the transvections τ with D(τ) = D

for a given line D depending only on Σ.

2. ΣH
∼−→ Hom(V/H,H), whose non-central elements, up to sign are the transvections τ with H(τ) = H

for a given hyperplane H depending only on Σ.

Remark(s) 23.2.2.6. Non central elements of ΣD ∩ ΣH are up to sign transvections of type (D,H) if

D ⊂ H and ± Id else, proving that ΣD ∩ ΣH is commutative. In particular, we never have ΣD = ΣH.

Exercise(s) 23.2.2.7. Prove that ΣD ∩ ΣH is equal to {± Id} if D ̸⊂ H and isomorphic to the additive

group Z/2Z× k, if D ⊂ H.

23.2.3 Proof of the theorem

Proposition 23.2.3.1. Let Ψ be an automorphism of GL(V). Then:

1. Ψ(SL(V) = SL(V).

2. Up to sign, Ψ transforms transvections into transvections.

3. Either there exists a semi-linear bijection f of V such that for every transvection τ ,

(D(Ψ(τ)),H(Ψ(τ))) = (f(D(τ)), f(H(τ))), and we set ε(Ψ) = 1,

4. Or there exists a semi-linear bijection f of V to V∗ such that for every transvection τ ,

(D(Ψ(τ)),H(Ψ(τ))) = (f(H(τ)), f(D(τ))), and we set ε(Ψ) = −1.

Proof. Ψ maps commutators to 1 and item 1 follows from lemma 7.7.1.1.

Lemmas 23.2.1.1, 23.2.2.2 and 23.2.2.3 provide a theoretic characterization of transvections giving item

2.

For any line D and hyperplane H, by (23.2.2.5) there exists a unique line (resp. hyperplane) f(D) and a

unique hyperplane (resp. line) f(H)

Ψ(ΣD) = Σf(D) and Ψ(ΣH) = Σf(H)

and f is bijective because so is Ψ.

Let D1,D2 be two lines and g ∈ GL(V)|g(D1) = D2. Then, gΣD1
g−1 = ΣD2

implying

Σγ(f(D1)) = γΣf(D1)γ
−1 = Σf(D2)
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with γ = Ψ(g). By (23.2.2.6), we have γ(f(D1)) = f(g(D1) proving that f is always a line -we set

ε(Ψ) = 1 in this case- or always a hyperplane -we set ε(Ψ) = −1 in this case-.

Moreover, by lemma 23.2.2.5, this formula shows

(i) f ◦Ψ(g) = g ◦ f for any g ∈ GL(V)

with

• f ∈ Map(PV,PV) if if ε(Ψ) = 1 satisfying g(< d >) =< g(d) > for any < d >∈ PV and D(Ψ(τ)) =

f(D(τ)) for any transvection τ .

• f ∈ Map(PV,PV∗) if if ε(Ψ) = −1 with g(Ker(φ)) = Ker(tg−1(φ)) for any Ker(φ) ∈ PV∗ and

H(Ψ(τ)) = f(D(τ)) if ε(Ψ) = −1 for any transvection τ .

Lemma 23.2.3.2. The restriction of f to PV presreves collinearity.

Proof. Let first observe that f preserves the incidence relation D ⊂ H. Preciseley, let D ⊂ H and

τ ∈ ΣD ∩ΣH a transvection of type (D,H). Then, Ψ(τ) is a non central and belongs to σf(D) ∩ σf(H) : it

is a transvection of type (f(D), f(H)) if ε(τ) = 1 and (f(H), f(D)) if ε(τ) = −1. Therefore, f(D) ⊂ f(H)

or f(H) ⊂ f(H) depending on the value of ε(Ψ) : f preserves incidence of pairs (D,H).

Let D1,D2 two distinct points of PV. Then, by duality D ∈< D1,D2 > if and only if all hyperplanes H

containing D1 and D2 contain also D. If ε(Ψ) = 1, let H′ = f(H) an hyperplane of V containing f(D1)

and f(D2). Then, H contains D1 and D2 and therefore D by assumption. Because f preserves incidence,

H′ contains f(D) and f preserves collinearity. Dually, if ε(Ψ) = −1, let D′ = f(D) a line contained in

both f(D1) and f(D2). Then, D′ is collinear with D1 and D2 and, because f preserves incidence, D′ is

contained in f(D). By the fundamental theorem of projective geometry, f is induced by some sesquilinear

bijection of V ∼−→ V if ε(Ψ) = 1 and some sesquilinear bijection of V ∼−→ V∗, abusively denoted by f .

Theorem 23.2.3.3. Let Ψ be an automorphism of GL(V).

1. Then, there exists a group isomorphism χ : k∗ → k∗ such that Ψ is either of the form g 7→
χ(det(g))fgf−1, where f is a semi-linear isomorphism V → V, or g 7→ χ(det(g))f tg−1f−1, where f

is a semi-linear isomorphism V → V∗.

2. Conversely, such morphism is an automorphism if and only if χn. Id is a semi-linear automorphism

of k∗ compatible to Ψ.
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Proof. With the notation of the above proposition, let us define Φ ∈ Aut(GL(V)) by Φ : g 7→ f ◦ g ◦ f−1

if ε(Ψ) = 1 and Φ : g 7→ f ◦t g−1 ◦ f−1 if ε(Ψ) = −1. Then, δ = Ψ ◦ Φ−1 ∈ Aut(GL(V)) and

thanks (i) shows forall g ∈ GL(V) and for all line D, one has δ(g)(D) = D proving that δ(g) is a scalar

matrix χ(g) Id for some group morphism χ : GL(V) → k∗. Then item 1 follows from the equality

Ker(det) = SL(V) = D(GL(V)).

Conversely, such a morphism induces a commutative diagram

0 SL(V) GL(V) k∗ 0

0 SL(V) GL(V) k∗ 0

Ψ

det

Ψ χn. Id

det

with vertical isomorphisms if and only if Ψ is an isomorphism.

23.2.4 Automorphisms of k∗

We will illustrate that the automorphism group Aut(k∗) can be very diverse and in general is huge. This

drammatically changes if one makes some continuity assumption.

Proposition 23.2.4.1.

1. There is a canonical group isomorphism5Q∗ ∼→ {±1}×Z(P) identifying Aut(Q∗) with GLZZ
(P)). In

particular, it contains the uncountable groups Bij(P) and (Z/2Z)P.

2. There is a canonical contnous group isomorphism R∗ ∼→ {±1}×R identifying Aut(R∗) with GLQ(R)

In particular, Aut(R∗) is uncountable.

3. Any group continuous automorphisms of R∗ is of the form t 7→ signe(t)|t|χ for χ ∈ R∗ defining an

isomorphism Autc(R
∗)

∼→ R.

4. If k is finite of cardinality q, the group Aut(k∗) is cyclic of order φ(q − 1) where φ is the Euler

totient function.

Proof. We we’ll denote by Ψ an element of Aut(k∗).

Proof of (1). The unique decomposition of an integer into a finite number of powers of prime numbers

define an isomorphism Q∗ ∼→ {±1} × Z(P). Because −1 is the unique order 2 element, Ψ(−1) = −1

proving the two first assertions. Let X be a subset of N ≃ P and let us chose σX some fixed point free

bijection of X. We lift σX to a bijection of N by the identity on the complement of X. Then X 7→ σX is

a set injection P(N) ↪→ Bij(N). But the map 2-adic expansion X 7→∑∞
i=1(1X(i) + 1)2−i is a surjection

P(N) → [0, 2] hence the uncountability. Finally, the mapX 7→ 1X is a bijection P(P) → (Z/2Z)P (with

inverse (xp) 7→ {p|xp = 0} giving the second uncountability statement.
5P is the set of prime number



298 CHAPTER 23. AUTOMORPHISMS OF CLASSICAL GROUPS

Proof of (2). The continuous morphism (±1, x) 7→ ±ex has inverse y 7→ (sign(y), ln |y|) and is the wanted

isomorphism. Any additive morphism of R is Q-linear giving the second point. The last one follows from

the fact that a Q-basis of R is uncountable.

Proof of (3). By (2), an continuous isomorphism of R∗ is defined by a continuous isomorphism f of R.

If F(x) =
∫x
0
f(t)dt, we get from f(x + y) = f(x) + f(y) the formula F(x + y) − F(y) = F(x) + xf(y)

proving that f is C1 on R as linear combination of C1 functions. Differentiating the previous relation,

we get f ′(x+ y) = f ′(x) proving that f ′ is a constant χ ∈ R and f(x) = χx+ f(0) = χx. The condition

χ ̸= 0 ensures that Ψ is bijective.

Proof of (4). This a direct consequence of the well-known fact (??) that for any field k, a supgroup of k∗

is cyclic. In particular, so is k∗ if k is finite.

23.2.5 Normal subgroups of GL(V)

We will explain the so-called Iwasawa to study normal subgroups of perfect groups G, or equivalenetly

we will give a criterium of simplicity of G/Z(G) where Z(G) is the centrum of G.

Definition 23.2.5.1. Let G be a group acting on a set X.

1. We say G acts primitively on X if:

(a) The action of G on X is transitive;

(b) The stabilizer Gx of a point x ∈ X is a maximal subgroup of G.

2. We say G acts 2-transitively on X if for all x1, x2, y1, y2 ∈ X, x1 ̸= x2, y1 ̸= y2, there exists g ∈ G

such that g · x1 = y1 and g · x2 = y2.

For instance, SL(V) and GL(V) act 2-transitively on PV if dim(V) ≥ 2.

Proposition 23.2.5.2 (Iwasawa criterium). Suppose the group G acts primitively on X. If, for each

x ∈ X, we are given a subgroup Tx ⊆ G such that:

1. Tx is abelian;

2. Tg·x = gTxg
−1 for all g ∈ G and x ∈ X;

3.
⋃
x∈X Tx generates G.

Then any nontrivial normal subgroup of G acting on X contains D(G).



23.2. AUTOMORPHISMS OF GL(V) 299

Corollary 23.2.5.3. If dim(V) ≥ 2, any normal nontrivial normal subgroup of GL(V) (or SL(V))

contains SL(V) unless k is a field with 2 (or 8) elements.

Proof. Take X = P(V) and Tx
∼→ k be the group o

The action of PSL(n,K) on X = KPn−1 is 2-transitive, hence primitive. We apply Theorem 2.1.10 using

for x ∈ X the group of transvections with vector x. It satisfies the hypotheses of the theorem, so a normal

subgroup of PSL(n,K), not reduced to {Id}, must contain D(PSL(n,K)) = PSL(n,K) by Theorem 2.1.9.

23.2.6 Additional exercices

Exercise(s) 23.2.6.1. 6 Let k be a field of characteristic different from 2, and m ≥ 3. Let V = k2m,

equipped with the standard alternating bilinear form b and Sp2m(k) the corresponding symplectic group.

Let s, t ∈ Sp2m(k) be two involutions.

1. Prove that one can write a decomposition

V = E+(s)
⊥
⊕E−(s),

where E+(s) and E−(s) are the eigenspaces of s corresponding to the eigenvalues 1 and −1, respec-

tively.

2. Deduce a bijection between the set of involutions of Sp2m(k) and the set of non-degenerate subspaces

of V.

Define the type of an involution s as (2r, 2m− 2r) if the dimension of E+(s) is 2r. An involution of

type (2, 2m− 2) or (2m− 2, 2) is called extremal. In this case, denote by E2(s) the eigenspace E±(s)

of dimension 2.

3. Considering maximal commutative families of conjugate involutions in Sp2m(k), prove that any au-

tomorphism of Sp2m(k) maps an extremal involution to an extremal involution.

As for the general linear group, we define for such a minimal pair of involutions {s, t} the "commu-

tant" {s, t}⋄ as the set of extremal involutions of Sp2m(k) commuting with both s and t.

4. Show that s and t form a minimal pair if and only if:

(a) st ̸= ts, and

(b) for all s′, t′ ∈ {s, t}⋄⋄ with s′t′ ̸= t′s′, it holds that

{s, t}⋄⋄ = {s′, t′}⋄⋄.
6Thanks to O. Debarre for this exercice
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5. Determine the maximal sets I of extremal involutions such that every pair of elements in I either forms

a minimal pair or commutes. [If ±s, ±t, ±u distincts elements of I, observe E2(s) ∩ E2(t) ∩ E2(u)

is a line V1 or is zero and we define in this case V3 = E2(u) ⊆ E2(s) + E2(t) =: V3. Show that I is

of of the form I1(V1) := {v extremal involution | V1 ⊆ E2(v)} or I3(V3) := {v extremal involution |
E2(v) ⊆ V3].

6. Prove that every automorphism of Sp2m(k) is of the form

x 7→ axa−1

for some semi-linear transformations of kn preserving b.

Exercise(s) 23.2.6.2. Adapt the arguments of (23.2.6.1) to prove that automorphisms of SO2n(R), n ≥ 3

are inner automorphisms.

Exercise(s) 23.2.6.3. Show that the continuous isomorphisms of C∗ are given by z 7→ |z|χ(z/|z|)±1

with χ ∈ C∗.
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Chapter 24

Bilinear forms without symmetries

Herbert Westren Turnbull

24.1 Perspective

We chose this theme, beyond its mathematical importance, to demonstrate a

somewhat unexpected link between the congruence of invertible matrices M

and similarities of their co-squares (19.3.1.2) tM−1M which is evidently hidden

in the case of ε-symmetric forms. This subject has a long history (see [13]) for

a history.

24.2 Introduction

We are interested in the congruence A 7→ tPAP with P ∈ GLn(k) and A ∈ Mn(k). For example, if Jd

is a Jordan block, Jd and tJd are congruent via a diagonal congruence as long as t is non-zero. If P is a

303
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permutation matrix, tPAP is deduced from A by permuting the rows and then the columns of the same

index. Similarly, if P = Ti,j(λ) is a matrix of transvection, we deduce tPAP from A by adding λ times

the i-th column to the j-th column and then adding λ times the i-th row to the j-th row. We will talk

about permitted congruences ≡.

In particular, if X is a non-zero element of the kernel of A, we can reduce by permitted congruences

to a first null column (write X =
∑
xiei with ℓ = xi ̸= 0, make the congruence associated with the

transpositions (1, i) if i > 1 then the permitted operations associated with T1,j(−a1,j/ℓ), j > 1).

The complete classification1 in the algebraically closed case is obtained in 24.6.0.6. We know that we

cannot hope for a result on any field, even in dimension 1! As we will see, the existence of square roots

is key to this classification, as in the complex symmetric case (21.8.0.1) or real (21.9.0.1). But as soon as

they exist, classification is possible.

There is no difficulty in adapting to the sesquilinear case. We leave that to the interested reader. Ad-

dressing the bilinear case simply has the advantage of simplifying the notations.

24.3 Existence of a Decomposition

The following result on matrix decomposition allows us to reduce the study of bilinear forms to that of

non-degenerate forms. Strangely, it is quite recent, due to P. Gabriel [15]. We give a simplified version

essentially derived from [21] (for the existence part) and [14] (for the uniqueness part). This lemma is

obvious in the ±-symmetric (or hermitian) case because of the coincidence of the kernels of M and tM.

The intersection Ker(M) ∩Ker(tM) clearly appears in the proof of the following result.

Lemma 24.3.0.1. Every matrix is (algorithmically) congruent to a block diagonal matrix diag(A, Jd)

where A ∈ GLr(k), r = rank(A) and Jd = diag(Jdi) is the block diagonal Jordan matrix of size di

associated with a partition d = (di) of n− r.

Proof. It is sufficient to show that every matrix is (algorithmically) congruent to a block diagonal

matrix diag(A, J(δ)) where A ∈ GLr(k), r = rank(A), δ ∈ (k − {0})n−r, and J(δ) = diag(δiJdi) is the

block diagonal Jordan matrix of size di associated with a partition d = (di) of n− r. Indeed, a diagonal

congruence leads to the desired form.

We proceed by induction on r = rank(M). We can assume 0 < r < n and the theorem proven at rank

r−1. From the previous remark, we can therefore assume after permitted operations that the first column

of M is null (e1 ∈ Ker(M)):

M ≡


0 L1,n−1

0 M′
n−1,n−1


 .

1With the system of representatives of Turnbull and Aitken
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If e1 ∈ Ker(tM) i.e. if L1,n−1 = 0, then M = diag(0,M′) with M′ of rank r − 1 and we conclude by

induction. Otherwise, a coefficient δ1 = L1,j , j > 1 is non-null. Since the first column is null and

therefore invariant by row operations, we can reduce by permitted congruences to j = 2. Using δ1 as a

pivot, we reduce by permitted congruences first to

M ≡




0 δ1 01,n−2

0 γ L′
1,n−2

0 Cn−2,1 M′
n−2,n−2


 .

The permitted congruence subtracting from the 2-nd row γ/δ1 times the first does not change the second

column since the first column is null!. Likewise for rows with index > n− 1. Thus, we have a permitted

congruence

M ≡




0 δ1 01,n−2

0 0 L1,n−2

0 0n−2,1 M′′
n−2,n−2


 .

If L1,n−2 = 0, we apply the induction hypothesis to M′′
n−2,n−2.

If L1,n−2 ̸= 0, one of the coefficients δ2 of L1,n−2 = 0 is non-null: it is found in a column of M̃ with

index j ≥ 3. By permitted operation, we can assume j = 3 without changing the first two columns of M̃

so that we have

M ≡




0 δ1 0 01,n−3

0 0 δ2 L′
1,n−3

0 0 Cn−3,1 Mn−3,n−3




As before, by permitted operations on the rows with indices > 2, we can assume that the coefficient of

index (2, 3) is the only non-null coefficient in its column and therefore

M ≡




0 δ1 0 01,n−3

0 0 δ2 L1,n−3

0 0 0n−3,1 M′′
n−3,n−3


 .

If L1,n−3 = 0, we apply the induction hypothesis to M′′
n−3,n−3. Otherwise, we iterate the process which

is clearly finite thus completing the sought existence. Subject to multiplying by a diagonal matrix on the

right and left, the δs can be modified by multiplication by non-null squares hence the second point.

Remark(s) 24.3.0.2. Note that in the usual symmetric (or alternating, or Hermitian) case, considering

a basis obtained by completing a basis of the kernel of M immediately gives the lemma, with A being

congruent to the matrix of the form Ψ induced by M on kn/Ker (Ψ). This easily yields a statement of

uniqueness in this case. Even replacing, for example, the kernel by the left kernel L(V) of V = (kn,Ψ), the
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problem in the general case, as we shall see, is that Ψ only factorizes over a certain subspace L2(V)/L(V)

of the quotient V/L(V).

24.4 The Typical Bilinear Space

Note that at this stage, it is not clear that neither d nor the congruence class of A are determined by the

congruence class of M.

We simply denote VM as the bilinear space kn equipped with the bilinear form (X,Y) 7→ tXMY (with

matrix M in the canonical basis)

We simply note Vd as the space VJd
= k[T]/(Td) associated with the standard Jordan block of size d ≥ 1

seen as the matrix of multiplication by T in the base of monomials as usual. Hence, (Ti,Tj) = δj+1,i.

Vd = {0} if d ≤ 0 because Jd is the empty matrix.

We have (for example) the right kernel

R(V) = {v ∈ V|Ψ(V, v) = {0}

and the left kernel

L(V) = {v ∈ V|Ψ(v,V) = {0}

. which is an invariant by isomorphism of bilinear spaces. We then immediately have,

R(VM) = Ker(M) and R(VM) = Ker(tM).

We also define

R2(V) = {v ∈ V|Ψ(R(V), v) = {0}.

This is a subspace that contains R(V) and Ψ induces a form on R2(V)/R(V) making it a bilinear space.

Exercise(s) 24.4.0.1. Show that R2(V)/R(V) is the largest subspace of V/R(V) over which Ψ is quo-

tiented.

For M = Jd and any d ≥ 1, we have

• R(Vd) = ⟨Td−1⟩ ×T1−d

≃ V1 and L(Vd) = ⟨1⟩≃V1

• dimR(Vd) ∩ L(Vd) = δ1,d

• R2(Vd) = ⟨1,T, . . . ,Td−3,Td−1⟩

• R2(Vd)/R(Vd) = T2k[T]/(Td−1)
×T−2

≃ k[T]/(Td−3) = Vd−2.

For A invertible, we have

• R(VA) = {0}
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• R2(VA) = VA

• R2(VA)/R(VA) = VA.

We say that two subspaces V1,V2 of a bilinear space V are in orthogonal direct sum if they are in direct

sum and if (V1,V2) = (V2,V1) = {0}, and we then write V = V1

⊥
⊕ V2. Then

R(V1

⊥
⊕ V2) = R(V1)

⊥
⊕ R(V2) and R2(V1

⊥
⊕ V2) = R2(V1)

⊥
⊕ R2(V2)

24.5 Uniqueness

With the previous notations, the lemma leads to the existence of an isomorphism of bilinear spaces

VM ≃ VA

⊥
⊕

⊥
⊕d∈d Vd.

Ultimately, we want to recover the isomorphism classes of VA (thus of congruence of A) and of Vδ and

even the partition d. Specifically, with obvious notations, we want to show

Lemma 24.5.0.1. If there are isomorphisms of bilinear spaces

VA

⊥
⊕

⊥
⊕d∈d Vd ≃ VA′

⊥
⊕

⊥
⊕d′∈d′ V′

d

with A and A′ invertible, then A and A′ are congruent and d = d′.

Proof. To do this, we will proceed by induction on n+max(d) simply by calculating the bilinear spaces

R(VM) and R2(VM)/R(VM) (which are invariants by isomorphisms of bilinear spaces, let’s recall). We

apply the formulas from the previous section that give

1. R(VM) ≃
⊥
⊕ d∈d

d≥1
V1

2. R2(VM)/R(VM) = VA

⊥
⊕

⊥
⊕ d∈d

d≥3
Vd−2

We thus have R ≃ R′ and R2/R ≃ R2′/R′.

• If dim(R2/R) < n, the induction hypothesis ensures A and A′ are congruent and d, d′ coincide on

their elements d, d′ ≥ 3. But then dimR∩L = Card{d ∈ d|d = 1} and dimR(Vd) = Card{d ∈ d|d ≥
1} show that the values 1 and 2 appear with the same weight in d and d′ such that in fine d = d′.

• Assume dim(R2/R) = n.

• If max(d) ≥ 3, we can also apply the induction hypothesis and conclude as before.

• Otherwise, if max(d) ≤ 2 then R2/R = VA = V′
A showing that A and A′ are congruent in this

case. But in this case also, considering R and R ∩ L shows as before d = d′ since there are no

elements d ∈ d ∪ d′ such that d ≥ 2.
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From lemmas 24.3.0.1 and 24.5.0.1 we immediately deduce

Theorem 24.5.0.2. Every matrix M ∈ Mn(k) is (algorithmically) congruent to a block diagonal matrix

diag(A, Jd) where A ∈ GLr(k), r = rank(A) and Jd = diag(Jdi) is the block diagonal Jordan matrix of

size di associated with a partition d = (di) of n − r. Furthermore, the congruence class of A and d are

uniquely determined by the congruence class of M.

Remark(s) 24.5.0.3. The reader will adapt these results without any difficulty to the sesquilinear case.

24.6 Classification: Algebraically Closed Case

Here we assume k is algebraically closed (or simply that every element is a square). The following result

is old, probably due to Turnbull as early as 1936 ([30]). Here I revisit the approach from [19].

Proposition 24.6.0.1. Two invertible matrices A,B are congruent if and only if the asymmetries2tA−1A

and tB−1B of the associated forms are similar, i.e., have the same similarity invariants.

Note that this is consistent with the classification of quadratic forms, alternating (or Hermitian, cf.

remark supra) in the algebraically closed case.

Proof. If M is invertible, we set M′ = tM−1M (called the cosquare in the literature).

If tPAP = B with P invertible, we have P−1A′AP and B′B, hence the direct sense.

Conversely, suppose that A′A and B′B are similar. Then considering the pencils A+ tAT and B+ tBT,

there exist according to 5.5.0.4, P,Q invertible such that

PAQ = B and PtAQ = tB and thus tQAtP = B.

We deduce

PAQ = tQAtP

XA = BtX with X = Q′P and thus

ΞA = BtΞ for any Ξ ∈ k[X]

As X is invertible and k algebraically closed, we then choose Ξ ∈ k[X] such that Ξ2 = X (8.3.2.1). We

then have
2see 19.3.1.2.
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B = tQAtP

= tQAtXQ

= tQA(tΞ)2Q

= tQ(AtΞ)tΞQ

= tQ(ΞA)tΞQ

= t(tΞQ)A(tΞQ)

Exercise(s) 24.6.0.2. Retrace the result 21.13.0.1.

We now need to find a family of matrices not congruent pairwise that describes the possible similarity

invariants of cosquares. There are inevitably restrictions since the determinant of a cosquare is 1. If P is

a unitary polynomial such that P(0) ̸= 0, we denote

P∗(T) =
Tdeg(P)P(1/T)

P(0)

its polynomial (unitary) of inverses. If A is invertible with similarity invariants P = (Pi), we note

P∗ = (P∗
i ).

Lemma 24.6.0.3. Let P be the invariants of A invertible.

1. The family of similarity invariants of A−1 is P∗.

2. If A is a cosquare, then P = P∗.

3. The invariants

Proof. Let P be a similarity invariant of A. As A is invertible, T is invertible in V = k[T]/(P)

(with inverse (P(T)− P(0)/(TP(0)). But VT−1 is a cyclic k[T−1] module (generated by any monomial)

annihilated by P∗ which is therefore its minimal for dimension reasons, hence (1). As we have already

noted, tBT − B is equivalent to Id−tB−1B such that the similarity invariants of A = tB−1B are the

invariant factors of tBT−B, thus coincide with those of its transpose TB−tB therefore with the similarity

invariants of B−1tB = A−1.

Designate by Λ± the set of (unordered) pairs λ = {λ, λ−1} -thus with λ ̸= ±1. The similarity invariants

of a cosquare with spectrum are therefore

Pi(T) =
∏

Λ±
[(T− λ)(T− λ−1)]vλ,i(T− 1)vi,+(T + 1)vi,−

so that the associated Jordan blocks are (with a minor abuse of notation)

diag(λ Id+Jvλ,i
, λ−1 Id+Jvλ,i

, Idvi,+ ,− Idvi,−)
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In other words, the Jordan reduction of a cosquare has two blocks ± Id of possibly different sizes3 and

blocks of type

(i) diag(λ Id+Jd, λ
−1 Id+Jd) with λ ̸= ±1

Remark(s) 24.6.0.4. If β is the asymmetry of the bilinear space V and λ, µ are eigenvalues, it is easily

verified that the (sums of) characteristic spaces V[T−λ]+V[T−λ−1] and V[T−µ] are orthogonal as long

as λ′ ̸∈ {λ, λ−1}. This is a general phenomenon, even if the field is not algebraically closed, by replacing

characteristic spaces with primary components associated with unitary irreducibles P,P∗ on one hand and

Q /∈ {P,P∗} on the other. Thus, the Jordan decomposition, with blocks suitably grouped, corresponds to

an orthogonal decomposition!

It remains to exhibit a family of matrices whose cosquares are as in i. We will look at the representatives

of [19] (other classical choices exist, see for example [20]).

Lemma 24.6.0.5. Let d > 0,V = T−dk≤2d[T]/k.1 and λ ̸= ±1. Let a ∈ Endk(V) be defined by

a(Ti) = T−i if i < 0

= λT−i +T−i+1 if i > 0.

Then, the Jordan reduction of the cocarré of a is diag(λ Id+Jd, λ
−1 Id+Jd).

Proof. Let A be the matrix of a in the basis Ti, 0 < |i| ≤ d and P the permutation matrix i 7→ −i. We

then notice that the matrix of (TtA−A)P is equal to

diag((T− λ) Id+Jd, (λT− 1) Id+TJd) ≈ diag((T− λ) Id+Jd, (T− λ−1) Id+TJd).

Let us consider the principal ring k[T,T−1]. As the subdiagonal of each of the two blocks is 1 or T, the

first principal minor of order d−1 obtained by deleting the first row and column is 1 or T and is therefore

invertible. We deduce that the invariant factors of these matrices in k[T−1,T, defined up to an invertible]

is (1, . . . , (T)λ)d) or (1, . . . , (T − λ−1)d). The invariant factors of these matrices in k[T] are the same

as in k[T−1,T], up to an invertible of k[T−1,T] of the form Ti. But since they are coprime with T by

hypothesis, they are therefore indeed (1, . . . , (Tλ)d) or (1, . . . , (T− λ−1)d).

Of course, the matrix of the standard non-degenerate alternating bilinear form (20.5) of rank 2d has

cocarré − Id2n. To distinguish 1 from −1, we consider the characteristic different from 2.

3The size of the block − Id is necessarily even in characteristics different from 2: this is the non-degenerate alternating

case!
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Theorem 24.6.0.6. Let k be algebraically closed of characteristic different from 2 and V any bilinear

space, r the rank of the bilinear form. Then, there exists a unique partition d of dim(V)− r, there exists

an orthogonal decomposition V = W
⊥
⊕ Vd with W non-degenerate, unique up to bilinear isomorphism.

Moreover, W decomposes into a direct orthogonal sum of its symmetric part, its antisymmetric part and

non-degenerate spaces of matrices diag(λ Id+Jd, λ
−1 Id+Jd), λ ̸= ±1. This decomposition is unique up

to bilinear isomorphism.
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real normal, 161
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extremal point, 209

factorial, 139, 142
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sesquilinear, 246
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of the kernel, 46

gauge function, 202
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elimination, 27
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GCD, 140

general position, 232

generalized Euclidean division, 68
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scalar product, 216

space, 216

homogeneous coordinates, 232

homography, 230

Householder algortithm, 171

hyperbolic (plane), 264

identity of the median, 151

inductive set, 15

inequality of Cauchy-Schwarz,

complex, 217

inequality,

Hadamard, 156

Vadamard, 218

inequality, Cauchy-Schwarz,

real, 20, 151

integer

algebraic, 143

integer (element), 131

inversion,

Euclidean, 179

orthogonal, 280

involution,

extremal, 290

minimal pair, 291

irreducibility of Φn over Q, 144

irreducible, 133

irreducibles,

existence, 133

of R[T], 141

uniqueness of the decomposition into, 139

isotropic,

space, 254

totally space, 254

vector, 254

Jordan-Chevalley decomposition, 98

LCM, 140

lemma

of Zorn, 16

lemma,

Farkas, 204

Farkas’ Lemma, 108

five, 46

Hensel, 98

Morse, 197



316 INDEX

Nakayama, 130

of Euclid, 138

map,

σ-linear, 246

matrix,

complex normal matrix, 161

Gram, 156, 218

median formula, 217

module, 34

module,

Va, 41

torsion, 34

associated with an endomorphism, 41

cyclic, 40

monogenic, 40

noetherian, 131

quotient, 37

semi-simple, 94

monoid, 137

morphism,

Frobenius, 96

Noetherian,

Hilbert’s basis theorem, 134

ring, 132

noetherian,

module, 131

order,
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≤ on types, 120
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⪯ on types, 120

orientation, 22

orientation,

direct basis, 22

positively oriented basis, 22

orthogonal group

special SO(q), 278

orthogonal group,
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partition,

of an integer, 81

dual, 84

pencil, 308

perfect group, 29

Pfaffian, 256

polar decomposition,

complex, 225

real, 178

polar form, 260

polynomial

cyclotomic, 142

primitive, 141

projective completion, 243

projective space, 230

projectors,

spectral, 113

Pythagoras theorem, 149, 217

quadratic form, 260

quadratic form,

index, 266

orthogonal, 248, 253

quadratic pencil, 273

quaternion, 185

quotient, 37

reduction,

Jordan, 80

real isometries, 164, 222

complex quadratic pencil, 274

Frobenius, 78

Hermitians, 223

of complex normal endomorphisms, 221

of real normal endomorphisms, 162
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UFD or factorial, 139, 142

semi-simple,

module, 94

semisimple,
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sesquilinear, 216

signature, 269

similarity invariants, 73, 74
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orthogonal, 280

Euclidean, 181

simplicity of SO(3,R), 180

skew-field, 186

space,

anisotropic, 254

bilinear, 247

characteristic, 112

sesquilinear, 247

stable, 41

totally isotropic, 254

supporting hyperplane, 206

Sylvester’s inertia, 269

symplectic group, 278

theorem,

of Krein-Milman, 210

of Sylvester, 269

spectral, 166

spectral for Hermitian endomorphisms, 223

transvection, 14, 28, 109

type, 120

UFD, 139, 142

unitary group, 278

universal property,

of the cokernel, 48

of the kernel, 48

of the product of modules, 48
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