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Abstract. In his proof of the fundamental lemma, Ngô established the product formula for the
Hitchin fibration over the anisotropic locus. One expects this formula over the larger generically
regular semisimple locus, and we confirm this by deducing the relevant vanishing statement for
torsors over Rpptqq from a general formula for PicpRpptqqq. In the build up to the product formula,
we present general algebraization, approximation, and invariance under Henselian pairs results for
torsors, give short new proofs for the Elkik approximation theorem and the Chevalley isomorphism
g�G – t{W , and improve results on the geometry of the Chevalley morphism gÑ g�G.

Résumé. Dans sa preuve du lemme fondamental, Ngô établit une formule du produit au-dessus du
lieu anisotrope. On s’attend à ce qu’une telle formule s’étende au-dessus de l’ouvert génériquement
régulier semisimple. Nous établissons cette formule en la déduisant d’un résultat d’annulation de
torseurs sous des groupes de lacets à partir d’une formule générale pour PicpRpptqqq. Dans le cours
de la preuve, nous montrons des résultats généraux d’algébrisation, d’approximation et d’invariance
hensélienne pour des torseurs ; nous donnons de nouvelles preuves plus concises du théorème
d’algébrisation d’Elkik et de l’isomorphisme de Chevalley g�G – t{W et améliorons les énoncés sur
la géométrie du morphisme de Chevalley gÑ g�G.
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1. Introduction

1.1. The product formula for the Hitchin fibration. A key insight in Ngô’s proof of the fun-
damental lemma in [Ngô10] is to relate the affine Springer fibration, which over an equicharacteristic
local field geometrically encodes the properties of orbital integrals, to the Hitchin fibration, which
is global and whose geometric properties are easier to access. The mechanism that supplies the
relation between the two is the product formula that Ngô established over the anisotropic locus Aani

of the Hitchin base A in [Ngô06, théorème 4.6] and [Ngô10, proposition 4.15.1] and expected to also
hold over the larger generically regular semisimple locus A♥ Ă A in [Ngô10, before corollaire 4.15.2].
The product formula over A♥ has already been used, for instance, in [Yun11, Proposition 2.4.1],
[Yun14, Section 5.5, equation (34)], or [OY16, proof of Proposition 6.6.3 (1)], and one of the main
goals of this article is to establish it in Theorem 4.3.8.

Roughly speaking, the product formula is a geometric incarnation of the Beauville–Laszlo glueing
for torsors: it translates this glueing into geometric properties of the morphism of algebraic stacks
that relates affine Springer fibers, which parametrize torsors over formal discs RJtK, to Hitchin
fibers, which parametrize torsors over a fixed proper smooth curve XR (for a variable base ring R).
Under this dictionary, the product formula eventually reduces to a statement that torsors on XR

are obtained from the “Kostant–Hitchin torsor” over a fixed open UR Ă XR by glueing along the
punctured formal discs Rpptqq at the R-points in XzU . One is thus led to studying torsors over Rpptqq.

Over Aani the Hitchin fibration is separated and the intervening stacks are Deligne–Mumford. For the
product formula, these additional properties allowed Ngô to reduce to only considering those R that
are algebraically closed fields k, a case in which kpptqq is a field with relatively simple arithmetic. Over
A♥, however, such a reduction does not seem available, and we need to study more general Rpptqq.

1.2. Torsors under tori over Rpptqq. The product formula says that the comparison morphism
is a universal homeomorphism, so, due to the valuative criteria for stacks, the R that are most
relevant are fields and discrete valuation rings. Nevertheless, the valuative criterion for universal
closedness assumes that the map is quasi-compact, so, to avoid verifying this assumption directly,
it is convenient to allow more general R (see Lemma 4.3.7). Our R will in fact be seminormal,
strictly Henselian, and local, and the key torsor-theoretic input to the product formula is then
Theorem 3.2.4: for such an R and an Rpptqq-torus T that splits over a finite étale Galois cover whose
degree is invertible in R,

H1pRpptqq, T q – 0. (1.2.1)

Relative purity results from [SGA 4III, exposé XVI], whose essential input is the relative Abhyankar’s
lemma, reduce this vanishing to T “ Gm. In this case, there is in fact a general formula

PicpRpptqqq – PicpRrt´1sq ‘H1
étpR,Zq (1.2.2)

due to Gabber [Gab19] that is valid for any ring R and is presented in the slightly more general
setting of an arbitrary R-torus in Theorem 3.1.7. For seminormal R, we have PicpRrt´1sq – PicpRq,
so if R is also strictly Henselian local, then all the terms in (1.2.2) vanish and (1.2.1) follows.

In addition, the vanishing (1.2.1) implies that for a seminormal, strictly Henselian, local ring R
and any n ą 0 less than any positive residue characteristic of R, every regular semisimple n ˆ n
matrix with entries in Rpptqq is conjugate to its companion matrix—see Theorem 4.2.14, which gives
a general conjugacy to a Kostant section result of this type.

Overall the argument for the product formula is fairly short—it suffices to read §§3.1–3.2, §4.3, and
review §4.2—but we decided to complement it with the following improvements and generalizations
to various broadly useful results that enter into its proof.
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1.3. Algebraization of torsors and approximation. A practical deficiency of the Laurent power
series ring Rpptqq is that its formation does not commute with filtered direct limits and quotients
in R, so one often prefers its Henselian counterpart Rttur1t s reviewed in §2.1.2. We show that
such “algebraization” does not affect torsors: by Corollary 2.1.22, for any ring R and any smooth,
quasi-affine, Rttur1t s-group G,

H1pRttur1t s, Gq
„
ÝÑ H1pRpptqq, Gq, (1.3.1)

which generalizes a result of Gabber–Ramero [GR03, Theorem 5.8.14] valid in the presence of a
suitable embedding G ãÑ GLn. To prove (1.3.1), we exhibit a general procedure for showing that

F pRttur1t sq
„
ÝÑ F pRpptqqq

for functors F that are invariant under Henselian pairs: the idea, which appears to be due to
Gabber, is to consider the ring of t-adic Cauchy sequences (and double sequences) valued in Rttur1t s
and to show that this ring is Henselian along the ideal of nil sequences, see Lemma 2.1.13 and
Theorem 2.1.15. To verify that our functor F p´q “ H1p´, Gq is invariant under Henselian pairs, we
use recent results on Tannaka duality for algebraic stacks, see Proposition 2.1.4 and Theorem 2.1.6.

The idea of considering Cauchy sequences and, more generally, Cauchy nets also leads to a new
proof and a generalization of the the Elkik approximation theorem, for which we exhibit new
non-Noetherian versions in Theorems 2.2.2, 2.2.10 and 2.2.17. We then use them to extend the
algebraization results to non-affine settings in §2.3: for instance, we show that for a Noetherian ring
R that is Henselian along an ideal J and the J-adic completion pR,

BrpUq
„
ÝÑ BrpU

pR
q for every open SpecpRqzV pJq Ă U Ă SpecpRq,

a result that was announced in [Gab93, Theorem 2.8 (i)]; see Corollary 2.3.5 for further statements
of this sort and the results preceding it in §2.3 for sharper non-Noetherian versions. For a concrete
situation in which such passage to completion is useful, see [Čes19, Proposition 3.3 and the proof of
Theorem 5.3].

1.4. The Chevalley isomorphism and small characteristics. The construction of the Hitchin
fibration for a reductive group G with Lie algebra g rests on the Chevalley isomorphism

g�G – t{W, (1.4.1)

where G acts on g by the adjoint action, t is the Lie algebra of a maximal torus T Ă G, and
W :“ NGpT q{T is the Weyl group. In Theorem 4.1.10, we give a short proof for (1.4.1) that is new
even over C but works over any base scheme S as long as G is root-smooth (see §4.1.1; this condition
holds if 2 is invertible on S or if the geometric fibers of G avoid types Cn). The main idea is to
consider the Grothendieck alteration

rg � g

where rg is the Lie algebra of the universal Borel subgroup of G, and to extend the W -action from
the regular semisimple locus rgrs to the maximal locus rgfin “ rgreg over which the alteration is finite.
The result generalizes work of Chaput–Romagny [CR10], who adapted a classical proof to the case
of a general base S under more restrictive assumptions.

In §4.2, we use the Chevalley isomorphism to review the constructions that go into setting up the
product formula, such as building the group J that descends to t{W the centralizer of the universal
regular section of g, and we take the opportunity to improve their assumptions: roughly, it suffices
to assume that each residue characteristic of the base S is not a torsion prime for the root datum of
the respective fiber of G. This condition, described precisely in §4.1.12, is less restrictive than the
order of the Weyl group W being invertible on S, as is often assumed in [Ngô10], and is slightly
weaker than the conditions that appear in [Ric17], so we improve several results in these references.
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A key advance that permits this is the construction of the Kostant section under less restrictive
assumptions than before that was recently carried out in [AFV18, Section 2].

1.5. Notation and conventions. All our rings are commutative, with unit, except that sometimes
we also use nonunital rings, whose only distinctive feature is that they need not have a multiplicative
identity (but are still commutative). Every ring is a nonunital ring and, more generally, so is every
ideal in any nonunital ring. For a module M over ring A and an a P A, we let Mxay denote the
elements of M killed by a and set

Mxa8y :“
Ť

ną0Mxa
ny.

For brevity, we call the spectrum of an algebraically closed field a geometric point. For a scheme S,
we denote a choice of a geometric point above an s P S by s. We say that S is seminormal if every
universal homeomorphism S1 Ñ S that induces isomorphisms on residue fields has a unique section
(compare with [SP, Lemma 0EUS, Definition 0EUT], where the seminormalization of S is defined as
the initial object of the category of such universal homeomorphisms); by [SP, Lemma 0EUQ], every
seminormal S is reduced. For a vector bundle V on a scheme S, we often identify V with the S-scheme
Spec

OS
pSympV _qq whose functor of points is S1 ÞÑ ΓpS1,V bOS OS1q (see [SGA 3I new, exposé I,

corollaire 4.6.5.1]). Unless indicated otherwise, we form cohomology in the fppf topology, but
whenever the coefficient sheaf is a smooth group scheme we implicitly make the identification
[Gro68b, théorème 11.7] with étale cohomology.

We follow [SGA 3III new] for the basic theory of reductive group schemes, which, in particular, are
required to have connected fibers (see the definition [SGA 3III new, exposé XIX, définition 2.7]).
For instance, we freely use the étale local existence of splittings and pinnings (see [SGA 3III new,
exposé XXII, définition 1.13, corollaire 2.3; exposé XXIII, définition 1.1]) or the classification of split
pinned reductive groups by root data (see [SGA 3III new, exposé XXV, théorème 1.1]). We let RpGq
denote the root datum associated to a splitting of G by [SGA 3III new, exposé XXII, proposition 1.14];
the choice of a splitting will not matter when we use RpGq. For a Lie algebra g and an a P g, we let

adpaq : gÑ g be the map x ÞÑ ra, xs.

Similarly, we denote the adjoint action of a group G on LiepGq by Adp´q. We let CGp´q denote a
centralizer subgroup of G, and we let Centp´q denote the center.

For a scheme S and an affine S-group G acting on an affine S-scheme X, we let X�G denote the
affine S-scheme given by the Spec

OS
of the equalizer between the action and the inclusion of a factor

maps (so that the coordinate rings of X�G are the rings of invariants):

X�G :“ Spec
OS
pEqpOX Ñ OX bOS OGqq.

This and other quotient notation is abusive when used for left actions, for instance, in (1.4.1), where
the quotients are of left actions. The construction of X�G commutes with flat base change in S,
see [Ses77, page 243, Lemma 2]. If G is finite locally free over S, then we abbreviate X�G to X{G
because, by, for instance, [Ryd13, Theorem 4.1, Definition 3.17], it agrees with the coarse moduli
space of the algebraic stack quotient rX{Gs, which we always form in the fppf topology. Often G
will be a Weyl group scheme W of a reductive group scheme; we recall from [SGA 3II, exposé XII,
théorème 2.1] that such a W is always finite étale. We let ˆG denote a contracted product, that is,
the quotient of the product of an object with a right G-action and an object with a left G-action by
the combined action given by g ¨ px, yq “ pxg´1, gyq.

Acknowledgements. We thank Ofer Gabber for many helpful interactions; as the reader will
notice, this article owes a significant intellectual debt to his various unpublished results. We thank
Laurent Moret-Bailly for numerous suggestions of improvements and for exhaustive comments,
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2. Approximation and algebraization

Our first goal is the algebraization of torsors over loop groups Rpptqq, see Corollary 2.1.22. For this, we
consider rings of Cauchy sequences, which we discuss in §2.1 in the general setting of Gabber–Ramero
triples. The latter, in addition to supplying more general topologies, also simultaneously capture
the recurrent framework of Henselian pairs—consequently, the aforementioned Corollary 2.1.22
contains the more basic Theorem 2.1.6 as a special case. We combine the Cauchy sequence technique
with Beauville–Laszlo glueing in §2.2 to give a new proof of the Elkik approximation theorem, see
Theorem 2.2.20. The latter plays a role in extending the algebraization statements to nonaffine
settings in §2.3, see Corollary 2.3.5 for a concrete consequence.

2.1. Invariance of torsors under Henselian pairs and algebraization

The principal goal of this section is to show in Corollary 2.1.22 that for any ring R the Laurent
power series and the Henselian Laurent power series rings Rpptqq and Rttur1t s (see §2.1.2) possess the
same collection of torsors under a given smooth, affine group scheme. The first step towards this is
the invariance of such collections under Henselian pairs, which we obtain in Theorem 2.1.6.

2.1.1. Zariski and Henselian pairs. We recall that a pair pA, Iq consisting of a ring A and an
ideal I Ă A is Zariski if I lies in every maximal ideal, that is, if 1` I Ă Aˆ. A Zariski pair pA, Iq is
Henselian if it satisfies the Gabber criterion1 in the sense that every polynomial

fpT q “ TN pT ´ 1q ` aNT
N ` ¨ ¨ ¨ ` a1T ` a0 with ai P I and N ě 1 (2.1.1.1)

has a (necessarily unique) root in 1` I (by [Gab92, Proposition 1] or [SP, Lemma 09XI], this agrees
with other definitions). As observed by Gabber, these are properties of I, so we say that the nonunital
ring I is Zariski or Henselian, respectively, and extend this terminology to pairs with nonunital A.
This terminology is not entirely abusive because every nonunital ring I appears as an ideal in a
commutative ring, for instance, in the ring Z‘I with multiplication pz, iqpz1, i1q “ pzz1, zi1`z1i` ii1q.

If pA, Iq is Zariski or Henselian, then, by [SP, Lemmas 0DYD and 09XK], so is pA1, I 1A1q for any ideal
I 1 Ă I and any integral morphism AÑ A1 (such as a surjection). By [SP, Lemmas 0EM6 and 0CT7],
the category of Zariski (respectively, Henselian) pairs is closed under filtered direct limits, inverse
limits, and contains nilpotent thickenings, so pA, IJq is Henselian whenever A „

ÝÑ lim
ÐÝmą0

pA{IJmq.
The Zariskization and, by [SP, Lemma 0AGV], also the Henselization of a Noetherian ring along any
ideal is Noetherian.

We will say that a functor F defined on some subcategory of commutative rings is invariant under
Zariski pairs (respectively, is invariant under Henselian pairs) if for every Zariski (respectively,

1For an earlier Henselianity criterion of this sort, a “Newton’s lemma,” see [Gru72, corollaire I.3] or [Gre69,
Theorem 5.11].
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Henselian) pair pA, Iq with both A and A{I in the domain of definition of F , we have

F pAq
„
ÝÑ F pA{Iq.

The following instance of the Henselian pair formalism is particularly relevant for this article.

2.1.2. Henselian power series. For a ring R, we let Rttu denote the Henselian power series ring
over R, that is, the Henselization of Rrts with respect to ptq. In comparison to the power series
ring RJtK, to which it admits the t-adic completion map Rttu Ñ RJtK, this ring is better behaved in
non-Noetherian settings: for instance, the functor R ÞÑ Rttu commutes with filtered direct limits
and also with quotients in the following sense: for any ideal I Ă R, we have

Rttu{IRttu – pR{Iqttu

(see §2.1.1). These properties persist to the Henselian Laurent power series ring Rttur1t s that comes
equipped with the map Rttur1t s Ñ Rpptqq to the usual Laurent power series ring Rpptqq – pRJtKqr1t s.
For any ring R, the map

Rttu Ñ RJtK is injective, and hence so is Rttur1t s Ñ Rpptqq;

indeed, for Noetherian R this follows from the Krull intersection theorem [SP, Lemma 00IQ] and, in
general, R is a filtered direct union of its finite type Z-subalgebras Ri, so

Rttu –
Ť

iRittu ãÑ
Ť

iRiJtK Ă RJtK. (2.1.2.1)

The argument of Theorem 2.1.6 will use the following general lemma.

Lemma 2.1.3. For a Henselian pair pA, Iq with A Noetherian, if the geometric fibers of A Ñ pA

with pA :“ lim
ÐÝmą0

pA{Imq are regular,2 then for any functor

F : A-algebrasÑ Sets

that commutes with filtered direct limits,

F pAq ãÑ F p pAq and an element of F pA{Iq lifts to F pAq if and only if it lifts to F p pAq.

In particular, for a Noetherian ring B whose formal fibers are geometrically regular, a functor

G : B-algebrasÑ Sets

that commutes with filtered direct limits is invariant under Henselian pairs if and only if it is invariant
under those Henselian pairs that are obtained by completing a finite type B-algebra along some ideal.

Proof. By Popescu’s smoothing theorem [SP, Theorem 07GC], there is a filtered direct system
tAjujPJ of smooth A-algebras such that

pA – lim
ÝÑjPJ

Aj , so that also F p pAq – lim
ÝÑjPJ

F pAjq.

By [Gru72, théorème I.8] (which is the affine scheme case of Proposition 2.1.4 below), the smooth
map A Ñ Aj has a retraction: the A{I-point of Aj inherited from pA lifts to an A-point. Thus,
the map F pAq Ñ F pAjq also has a retraction, so that F pAq ãÑ F p pAq and any lift of an element of
F pA{Iq to F p pAq first descends to a lift in some F pAjq and then maps via the retraction to a desired
lift in F pAq.

For the assertion about G, by a limit argument, we may assume that the Henselian pair pA, Iq in
question is the Henselization of a finite type B-algebra along some ideal. By §2.1.1, such an A is

2By [EGA IV2, proposition 7.4.6], this holds if the formal fibers of A are geometrically regular, for instance, if A is
quasi-excellent.
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Noetherian and, by [SP, Proposition 07PV, Lemma 0AH3], it inherits geometric regularity of formal
fibers from B, so the claim about F applied to G allows us to replace pA, Iq by its I-adic completion
and to conclude. �

We combine Lemma 2.1.3 with recent results on Tannaka duality for algebraic stacks to extend
the lifting result for smooth affine schemes [Gru72, théorème I.8] used above to algebraic stacks as
follows.

Proposition 2.1.4. For a Henselian pair pA, Iq and a smooth algebraic A-stack X with quasi-affine
diagonal, the pullback map X pAq ÑX pA{Iq is essentially surjective.3

Proof. By combining [SP, Lemmas 04Y9, 04XL, and 06FJ, Definition 04YB], we see that any
A{I-point of X factors through a quasi-compact open substack, so we lose no generality by assuming
that X is quasi-compact. The assumptions then ensure that X is of finite presentation, so limit
formalism for algebraic stacks [LMB00, proposition 4.18] reduces us to the case when pA, Iq is the
Henselization of a finitely generated Z-algebra along some ideal. By §2.1.1, this A is Noetherian and,
by [SP, Lemmas 0AH2 and 0AH3], the geometric fibers of the map AÑ pA to the I-adic completion
are regular. Thus, due to limit formalism again, Lemma 2.1.3 applies and reduces us to the case
when A is Noetherian and I-adically complete.

In this case, by a general continuity result [HR19, Corollary 1.5 (ii)] for values of a Noetherian
algebraic stack with quasi-affine diagonal (alternatively, see [BHL17, Corollary 1.5]), the pullback
morphism

X pAq Ñ lim
ÐÝně1

X pA{Inq is an equivalence of categories.

By the infinitesimal lifting criterion for smoothness [SP, Lemma 0DP0], every A{I-point of X
extends to a compatible sequence of A{In-points, and the desired conclusion follows. �

Example 2.1.5. For instance, X could be a smooth, quasi-separated A-algebraic space (or even a
scheme): by [SP, Lemma 03HK], the diagonal of a morphism of algebraic spaces is representable,
separated, locally quasi-finite, so, by [SP, Lemma 02LR], its quasi-compactness implies quasi-
affineness.

The H1 aspect of the following consequence of the work above was announced in [Str83, Theorem 1]
for smooth affine G and was then proved in [GR03, Theorem 5.8.14] for smooth G that admit suitable
embeddings into GLn. In turn, the H2 aspect is a generalization of an unpublished result of Gabber,
who established it in the case G “ Gm.

Theorem 2.1.6. Let pA, Iq be a Henselian pair and G an A-group scheme.

(a) If G is smooth and quasi-separated, then

H1pA,Gq ãÑ H1pA{I,Gq.

(b) If G is quasi-affine, of finite presentation, and flat over A, then4

H1pA,Gq� H1pA{I,Gq (respectively, KerpH2pA,Gq Ñ H2pA{I,Gqq “ t˚u).

3Added in proof: The surjectivity also holds when X is a smooth scheme (with no assumption on its diagonal), see
[Čes22, Proposition 6.1.1 (a)].

4Added in proof: For a similar result due to Toën in the case when A is local Henselian and G is no longer
quasi-affine, see [Čes15, Proposition B.13].

7

https://stacks.math.columbia.edu/tag/07PV
https://stacks.math.columbia.edu/tag/0AH3
https://stacks.math.columbia.edu/tag/04Y9
https://stacks.math.columbia.edu/tag/04XL
https://stacks.math.columbia.edu/tag/06FJ
https://stacks.math.columbia.edu/tag/04YB
https://stacks.math.columbia.edu/tag/0AH2
https://stacks.math.columbia.edu/tag/0AH3
https://stacks.math.columbia.edu/tag/0DP0
https://stacks.math.columbia.edu/tag/03HK
https://stacks.math.columbia.edu/tag/02LR


In particular, BrpAq – BrpA{Iq and if G is quasi-affine and A-smooth, then

H1pA,Gq
„
ÝÑ H1pA{I,Gq.

Proof. For (a), by [SP, Lemma 04SK], the functor of isomorphisms between two fixed G-torsors is
representable by a smooth, quasi-separated A-algebraic space X. Thus, Proposition 2.1.4 ensures
that XpAq� XpA{Iq, as desired.

In (b), we interpret the noncommutative H2 in terms of gerbes G bound by G (for agreement with
the derived functor cohomology when G is commutative, see [Gir71, chapitre IV, théorème 3.4.2 (i)]).
By [SP, Theorem 06FI], the classifying stack BG that parametrizes G-torsors is algebraic and, by,
for instance, [Čes15, Lemma A.2 (b), Proposition A.3], it is smooth, quasi-compact, with quasi-affine
diagonal. General descent results for algebraic stacks [SP, Theorem 06DC, Lemmas 0429 and 0423]
then imply that each G is also algebraic, smooth, quasi-compact, with quasi-affine diagonal. Thus,
both assertions of (b) are immediate from Proposition 2.1.4.

The assertion about Brp´q follows from the rest for G “ GLN and G “ PGLN : indeed, by definition,

BrpAq “
Ť

Ně1 ImpH1pA,PGLN q Ñ H2pA,Gmqtorsq, and likewise over A{I. �

Remark 2.1.7. For smooth, quasi-separated G, the injection

H1pA,Gq ãÑ H1pA{I,Gq

of Theorem 2.1.6 (a) need not be surjective. Indeed, this may fail already for G “ Z: if A
is a normal domain but A{I is not, then H1pA,Zq “ 0, but H1pA{I,Zq ‰ 0 is possible (see
[Wei91, Remark 5.5.2]).

Remark 2.1.8. Contrary to the assertion of the main theorem of [Str84], the injection

H2pA,Gmq ãÑ H2pA{I,Gmq

of Theorem 2.1.6 (b) need not be surjective. Indeed, if it were, then for any regular ring A and
any ideal I Ă A, the group H2pA{I,Gmq would be torsion: one could lift cohomology classes to
the Henselization of A along I and apply [Gro68a, corollaire 1.8], which says that the values of
H2p´,Gmq on regular rings are torsion abelian groups. However, this fails for

A :“ Crx, y, zs and I :“ pzpy2 ´ px3 ´ x´ zqqq Ă Crx, y, zs,

for which SpecpA{Iq Ă A3
C is the union of two copies of A2

C whose intersection C is the punctured
elliptic curve y2 “ x3 ´ x in the tz “ 0u plane: indeed, the Mayer–Vietoris sequence [Bou78,
chapitre IV, corollaire 5.2] shows that PicpCq Ă H2pA{I,Gmq, and PicpCq has many nontorsion
elements given by restricting nontorsion elements of Pic0pCq » C{Z to C, where C is the smooth
compactification of C.

Our next goal is Corollary 2.1.22—the analogue of Theorem 2.1.6 that for any ring R compares
G-torsors over Rttur1t s and over Rpptqq. The following convenient formalism of Gabber–Ramero
introduced in [GR03, Section 5.4] unifies this situation with the Henselian pair setting (see Exam-
ple 2.1.10).

2.1.9. Gabber–Ramero triples. A Gabber–Ramero triple is a datum pA, t, Iq of a commutative
ring A, an element t P A, and an ideal I Ă A. Such a triple is bounded if, in the notation of §1.5,

Ixt8y “ IxtNy for some N ą 0,
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that is, if Ixt8y X tNI “ 0 for some N ą 0, equivalently, if the t-adic topology of I induces the
discrete topology on Ixt8y. For instance, this happens when t is a nonzerodivisor. In general, we set

A :“ A{Axt8y and I :“ I{Ixt8y – IA Ă A,

so that the Gabber–Ramero triple pA, t, Iq is bounded, in fact, t is even a nonzerodivisor in A. It is
often useful to consider the intermediate bounded Gabber–Ramero triple

p rA, t, Iq with rA :“ A{Ixt8y.

The restriction of the surjection rA� A to each coset of I is injective, to the effect that this surjection
is a local homeomorphism for the topologies that we are about to define.

We first endow the ideal I with its t-adic topology, then A with the unique ring topology for
which the ideal I Ă A is open, and, finally, Ar1t s with the unique ring topology for which the
map A Ñ Ar1t s is continuous and open (the existence of such ring topologies is ensured by the
axioms [BouTG, chapitre III, section 6, numéro 3, axiomes (AVI)–(AVII)]). Concretely, the resulting
pt, Iq-adic ring topologies on A and Ar1t s are determined by the respective open neighborhood bases
of zero

ttmIumě0 and tImptmI Ñ Ar1t squmě0.

In particular, we have the identification of topological rings

Ar1t s
„
ÝÑ Ar1t s. (2.1.9.1)

We caution that the topology on Ar1t s is not defined by ideals, in other words, it is not Ar1t s-linear,

only A-linear. We let pA and zAr1t s be the completions, so that, explicitly,

pA :“ lim
ÐÝmą0

pA{tmIq and zAr1t s – lim
ÐÝmą0

pAr1t s{ ImptmI Ñ Ar1t sqq, (2.1.9.2)

where the individual terms that appear in the last limit need not be rings, only their limit zAr1t s is.

By (2.1.9.1), the topological ring zAr1t s depends only on the Gabber–Ramero triple pA, t, Iq.

Both pA and zAr1t s are complete topological rings and pA comes equipped with the ideals

xtnI – lim
ÐÝměn

ptnI{tmIq Ă pA that form a neighborhood base of zero.

By [SP, Lemma 05GG], we have xtnI “ tnpI, so the topology of pA is pt, pIq-adic and

A{tnI – pA{tnpI, and hence also A{ptnq – pA{ptnq, for every n ą 0. (2.1.9.3)

The completion of a Gabber–Ramero triple pA, t, Iq is the Gabber–Ramero triple p pA, t, pIq.

Maps pA, t, Iq Ñ pA1, t1, I 1q of Gabber–Ramero triples are ring homomorphisms f : A Ñ A1 that
satisfy fptq “ t1 and fpIq Ă I 1. Any such is continuous and induces continuous homomorphisms

Ar1t s Ñ A1r 1
t1 s and zAr1t s Ñ

{A1r 1
t1 s.

A common example is the map pA, t, Iq Ñ p pA, t, pIq to the completion. Other useful cases are when
pA1, t1, I 1q is a localization of pA, t, Iq or when A “ A1 with I Ă I 1.

A Gabber–Ramero triple pA, t, Iq is Zariski (respectively, Henselian) if so is the pair pA, tIq (a
weaker assumption than the same for pA, tq), that is, if so is the nonunital ring tI. For instance, by
§2.1.1, the Gabber–Ramero triple p pA, t, pIq is always Henselian.

Example 2.1.10. The unification alluded to before §2.1.9 manifests itself as follows.
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(1) The case t “ 1 amounts to that of a pair pA, Iq that is often assumed to be Henselian. In
addition, Ar1t s – A and pA – zAr1t s – A{I, which is precisely the setting of Theorem 2.1.6.

(2) The case I “ A amounts to that of a t P A; a typical example: A “ Rttu as above. The
topology is then t-adic, one often assumes that A has bounded t8-torsion, so that zAr1t s – pAr1t s

by the following lemma, and the goal is to compare algebraic structures over Ar1t s and pAr1t s.

Lemma 2.1.11. For a bounded Gabber–Ramero triple pA, t, Iq,

pAr1t s
„
ÝÑ

zAr1t s as topological rings, Axt8y
„
ÝÑ pAxt8y, Ixt8y

„
ÝÑ pIxt8y (2.1.11.1)

and pA – pA in such a way that tnpI “ xtnI for n ą 0 (in particular, compatibly with topologies).

Proof. In the case when t is a nonzerodivisor in A, by (2.1.9.2), it is also a nonzerodivisor in pA, and we
only need to argue the first part of (2.1.11.1). However, then we have the open continuous injection

pA ãÑ
zAr1t s

of topological rings, which becomes a topological isomorphism after inverting t, as desired.

In general, the boundedness assumption implies that Axt8y¨tmI, the a priori larger ideal Axt8yXtmI,
and the even larger ideal tm ¨ Ixt8y all vanish for m ě N . In particular, since

TorA1 pA{I1, A{I2q – pI1 X I2q{pI1 ¨ I2q

for any ideals I1, I2 Ă A, the system

tTorA1 pA,A{t
mIqumě0

is essentially zero. Thus, by forming lim
ÐÝmě0

over the exact sequences

TorA1 pA,A{t
mIq Ñ Axt8y bA A{t

mI Ñ A{tmI Ñ A{tmIAÑ 0

we obtain a short exact sequence: indeed, the transition maps of the system tAxt8y bA A{t
mIumě0,

and hence also the maps between the images of the second arrow, are surjective, whereas, by the
previous sentence, the images of the first arrow form an essentially zero system, whose lim

ÐÝmě0

vanishes; the resulting vanishing of the lim
ÐÝ

1
mě0

terms then gives the exactness. We conclude that

Axt8y – pAxt8y, that pA – pA, and, by replacing A by I, that also Ixt8y – pIxt8y, pI “ pI.

By (2.1.9.3), we have xtnI – tnpI and, by (2.1.9.1) and the settled case when t is a nonzerodivisor, we
have zAr1t s –

pAr1t s, so we obtain the desired topological identification zAr1t s –
pAr1t s. �

The extension of Theorem 2.1.6 to the setting of Gabber–Ramero triples (so also to Rttur1t s and Rpptqq)
is a special case of the axiomatic algebraization theorem 2.1.15 that generalizes an unpublished result
of Gabber. Its proof given below rests on the following material on the Henselianity of rings of Cauchy
sequences along their ideals of null sequences. To the best of our knowledge, the idea of considering
rings of Cauchy sequences is due to Gabber. The idea of conceptualizing and generalizing our initial
arguments by working with general filters and nonunital rings was suggested by Moret-Bailly.

2.1.12. Rings of Cauchy nets. We fix a nonunital topological ring B and, for concreteness,
assume that B has an open neighborhood base of zero consisting of abelian subgroups. For a poset
S in which every two elements have a common upper bound, we say that a function f : S Ñ B is
null (respectively, Cauchy) if for every neighborhood U Ă B of zero there is an s P S such that
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(respectively, the pairwise differences of) the values of f on Sěs lie in U . We consider the nonunital
rings of functions

NullpS,Bq :“ tfunctions f : S Ñ B that are nullu,
CauchypS,Bq :“ tfunctions f : S Ñ B that are Cauchyu,

as well as the resulting nonunital rings of germs of functions

NullSpBq :“ lim
ÝÑsPS

NullpSěs, Bq and CauchySpBq :“ lim
ÝÑsPS

CauchypSěs, Bq.

Of course, NullpS,Bq is an ideal in CauchypS,Bq and NullSpBq is an ideal in CauchySpBq.

Lemma 2.1.13. Let S be a poset in which every two elements have a common upper bound, and
let B be a nonunital topological ring that has an open nonunital subring B1 Ă B whose induced
topology has an open neighborhood base of zero consisting of ideals of B1. If B1 is Zariski (respectively,
Henselian), then so is the nonunital ring NullSpBq.

Proof. Every null function eventually takes values in B1, so NullSpBq – NullSpB
1q and we may

assume that B “ B1. The assumption on the topology then ensures that NullSpBq is an ideal in

lim
ÝÑsPS

p
ś

Sěs
Bq.

Thus, since, by §2.1.1, being Zariski (respectively, Henselian) is stable under products, filtered direct
limits, and passing to ideals, the claim follows. �

Remark 2.1.14. Lemma 2.1.13 holds with the same proof for the ‘N -Henselian’ property that is
defined for Zariski pairs by only considering polynomials of a fixed degree N in (2.1.1.1). Similarly,
instead of assuming that B1 be Henselian in Lemma 2.1.13, it is enough to assume that B1 has an
N -Henselian open ideal for every N ě 0, equivalently, an open neighborhood base of 0 consisting of
N -Henselian ideals (possibly with no single ideal being N -Henselian for all N). We will not pursue
it, but this last improvement to Lemma 2.1.13 leads to analogous improvements to results below.

Theorem 2.1.15. Let B be a topological ring that has a Zariski (respectively, Henselian) open
nonunital subring B1 Ă B whose induced topology has an open neighborhood base of zero consisting of
ideals of B1, let S be the poset given by some neighborhood base of zero of B with the order relation
given by U ď U 1 if and only if U 1 Ă U , and consider a functor

F : B-algebrasÑ Sets.

(a) If F satisfies

lim
ÝÑUPS

F pBU q ãÑ F plim
ÝÑUPS

BU q and F pCq ãÑ F pC{Jq

for S-indexed direct systems of B-algebras tBUu and Zariski (respectively, Henselian) pairs
pC, Jq, then

F pBq ãÑ F p pBq.

(b) If F satisfies

lim
ÝÑUPS

F pBU q
„
ÝÑ F plim

ÝÑUPS
BU q and F pCq

„
ÝÑ F pC{Jq

for S-indexed direct systems of B-algebras tBUu and Zariski (respectively, Henselian) pairs
pC, Jq, then

F pBq
„
ÝÑ F p pBq.
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Proof. By [BouTG, chapitre III, section 6, numéro 5 and chapitre III, section 7, numéro 2, corollaire 1]
that identifies the completion pB with the inverse limit of quotients of B by open additive subgroups,
the assumption on the topology of B ensures that our poset S has the property that

pB – CauchySpBq{NullSpBq. (2.1.15.1)

Likewise, since the diagonal is cofinal in the product poset S ˆ S, we have
pB – CauchySˆSpBq{NullSˆSpBq. (2.1.15.2)

(a) For every U P S, the map given by the constant functions

const : B Ñ CauchypSěU , Bq has a retraction evU : CauchypSěU , Bq Ñ B

given by the evaluation at U . Thus, it induces an injection

F pBq ãÑ F pCauchypSěU , Bqq.

It remains to form the direct limit over U and combine Lemma 2.1.13 with (2.1.15.1).

(b) To begin with, we claim that in any category, for a commutative diagram

X

i
��

� � // Y //� _

��

X

i
��

rX �
�

// rY // rX

with monomorphisms as indicated and the bottom horizontal composition being the identity,
the top composition is also the identity, i is a monomorphism, and the left square is Cartesian;
in addition, if the middle vertical monomorphism is split, then these assumptions, and hence
also the conclusions, are preserved by any functor. Indeed, the functoriality is clear and, for
the rest, the Yoneda embedding reduces us to the case of sets, when X “ rX X Y in rY .

For every U P S, we apply the above to the diagram

B �
� const //

const

��

CauchypSěU , Bq� _

pr˚1
��

evU // B

const

��

CauchypSěU , Bq
� � pr˚2 // CauchyppS ˆ SqěpU,Uq, Bq

evUˆ∆
// CauchypSěU , Bq

in which the maps pr˚i are obtained from the projections pri : S ˆS Ñ S and the map evUˆ∆

is given by the restriction of a Cauchy net indexed by pS ˆ SqěpU,Uq to the subnet indexed
by tU ˆ U 1uU 1PSěU . The monomorphism pr˚1 is split by the analogous map ev∆ˆU . Thus, by
first applying the functor F and then the aforementioned claim, we obtain a Cartesian square

F pBq �
� F pconstq

//
� _

F pconstq

��

F pCauchypSěU , Bqq� _

F ppr˚1 q

��

F pCauchypSěU , Bqq
� � F ppr˚2 q // F pCauchyppS ˆ SqěpU,Uq, Bqq.

By forming the direct limit over U , we then obtain the Cartesian square

F pBq �
� F pconstq

//
� _

F pconstq

��

F pCauchySpBqq� _

F ppr˚1 q

��

F pCauchySpBqq
� � F ppr˚2 q // F pCauchySˆSpBqq.
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Here the right vertical map is bijective: by Lemma 2.1.13 and (2.1.15.1)–(2.1.15.2), its source
and target are compatibly identified with F p pBq. Thus, the left vertical map is also bijective.
Since Lemma 2.1.13 and (2.1.15.1) identify its target with F p pBq, the conclusion follows. �

The proof of Theorem 2.1.15 (a) also shows the following variant.

Variant 2.1.16. Let B and S be as in Theorem 2.1.15 and consider a functor

F : B-algebrasÑ Pointed sets

If F satisfies

Kerplim
ÝÑUPS

F pBU q Ñ F plim
ÝÑUPS

BU qq “ t˚u and KerpF pCq Ñ F pC{Jqq “ t˚u

for S-indexed direct systems of B-algebras tBUu and Zariski (respectively, Henselian) pairs pC, Jq, then

KerpF pBq Ñ F p pBqq “ t˚u.

Remark 2.1.17. Theorem 2.1.15 and Variant 2.1.16 continue to hold with the same proof if B
is only a nonunital ring, where we interpret a “B-algebra” to mean a nonunital ring C equipped
with a morphism B Ñ C of nonunital rings (an abelian group homomorphism compatible with
multiplication). However, this extension to the nonunital case does not formally specialize to the
versions above when B is unital because, due to the requirement that morphisms of commutative
rings preserve the multiplicative unit, the categories of B-algebras differ in the two cases.

Example 2.1.18. Theorem 2.1.15 and Variant 2.1.16 apply in the case when B :“ Ar1t s for a
Zariski (respectively, Henselian) Gabber–Ramero triple pA, t, Iq with B1 being the image of tI and
pB “ zAr1t s (see §2.1.1 and §2.1.9). In this case, the images of the tnI for n ą 0 form a countable open
neighborhood base of zero, so one may choose S :“ N (if t is a unit in A, then one may even choose
S to be a singleton) and Theorem 2.1.15 gives criteria for the following pullback to be injective or
bijective:

F pAr1t sq Ñ F pzAr1t sq.

Thanks to this example, the following three corollaries apply to Henselian Gabber–Ramero triples
pA, t, Iq and show that the corresponding functors have the same values on Ar1t s and

zAr1t s, for instance,
that they have the same values on Rttur1t s and Rpptqq for any ring R. They also apply in the context
of rigid geometry, namely, to Henselian Huber rings that were defined in [Hub96, Definition 3.1.2].

Corollary 2.1.19. For a topological ring B that has an open nonunital subring B1 Ă B that is
Henselian and whose induced topology has an open neighborhood base of zero consisting of ideals of B1,
the map B Ñ pB induces a bijection on idempotents. In particular, for any ring R, all the maps in

RÑ Rttu Ñ RJtK and RÑ Rttur1t s Ñ Rpptqq induce bijections on idempotents,

so that SpecpRpptqqq is connected if and only if so is SpecpRq.

Proof. The functor F that sends a ring C to the set of idempotents in C commutes with filtered
direct limits and, by [SP, Lemma 09XI], is invariant under Henselian pairs. Thus, Theorem 2.1.15 (b)
implies all the claims except for the assertion about R Ñ Rttur1t s. For the latter, we may first
replace R by Rred and then consider R Ñ Rpptqq instead. It remains to note that for reduced
R, by considering the term of lowest degree, the inclusion RJtK ãÑ Rpptqq induces a bijection on
idempotents. �

The case of the map Rttur1t s Ñ Rpptqq is also of practical interest in the following special case.
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Corollary 2.1.20. For a topological ring B that has an open nonunital subring B1 Ă B that is
Henselian and whose induced topology has an open neighborhood base of zero consisting of ideals of
B1, pullback gives an equivalence between the categories of finite étale algebras over B and pB and

RΓétpB,F q
„
ÝÑ RΓétp pB,F q for every torsion abelian sheaf F on Bét.

Proof. By [SP, Lemma 09ZL], the functor that associates to a ring the set of isomorphism classes
of finite étale algebras (respectively, the set of morphisms between fixed finite étale algebras) is
invariant under Henselian pairs. It also commutes with filtered direct limits, so Theorem 2.1.15 (b)
applies to give the claim about finite étale algebras. For the rest, it suffices to similarly observe
that, by [SGA 4II, exposé VII, corollaire 5.8], for each i P Z the functor B ÞÑ H i

étpB,F q commutes
with filtered direct limits and, by the affine analogue of proper base change [Gab94, Theorem 1], is
invariant under Henselian pairs. �

The following example presents some functors that are well-behaved with respect to Zariski pairs.

Example 2.1.21. We recall that a module M over a ring C is stably free if M ‘ C‘n » C‘n
1 for

some n, n1 ě 0. The functors

F : C ÞÑ tfinite projective C-modulesu { » and F 1 : C ÞÑ tstably free C-modulesu { »

satisfy
F pCq ãÑ F pC{Jq and F 1pCq

„
ÝÑ F 1pC{Jq for Zariski pairs pC, Jq.

Indeed, if M is a projective C-module and M 1 is a C-module, then any C{J-morphism

f : M{JM ÑM 1{JM 1 lifts to a C-morphism rf : M ÑM 1,

and Nakayama’s lemma [SP, Lemma 00DV] ensures that rf is surjective whenever M 1 is finitely
generated and f is surjective. Thus, since, by [Mat89, Theorem 2.4], a surjective endomorphism of a
finite module is an isomorphism, we have F pCq ãÑ F pC{Jq. Finally, to lift a stably free C{J-module
to C, we note that any surjection

pC{Jq‘n
1

� pC{Jq‘n lifts to a necessarily split surjection C‘n
1

� C‘n.

We are ready for the promised extension of Theorem 2.1.6 that includes [GR03, Theorem 5.8.14] a
special case.

Corollary 2.1.22. Let B be a topological ring that has an open nonunital subring B1 Ă B that is
Zariski and whose induced topology has an open neighborhood base of zero consisting of ideals of B1.

(a) Base change induces an injection

tfinite projective B-modulesu{» ãÑ tfinite projective pB-modulesu{»,

as well as a bijection

tstably free B-modulesu{» „
ÝÑ tstably free pB-modulesu{» .

If G is an inner form of GLn,B, then

H1pB,Gq ãÑ H1p pB,Gq.

(b) If B1 is Henselian and G is a smooth, quasi-separated B-group scheme, then

H1pB,Gq ãÑ H1p pB,Gq.
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(c) If B1 is Henselian and G is a quasi-affine, smooth B-group scheme, then

H1pB,Gq
„
ÝÑ H1p pB,Gq.

(d) If B1 is Henselian and G is a quasi-affine, finitely presented, and flat B-group scheme, then

KerpH2pB,Gq Ñ H2p pB,Gqq “ t˚u.

In particular, for a ring R and a quasi-affine, smooth (respectively, quasi-affine, finitely presented,
and flat) Rttur1t s-group scheme G,

H1pRttur1t s, Gq
„
ÝÑ H1pRpptqq, Gq (respectively, KerpH2pRttur1t s, Gq Ñ H2pRpptqq, Gqq “ t˚uq.

Proof. In (a), by [Gir71, chapitre III, proposition 2.6.1 (i)], up to translation inner forms have
identical collections of torsors, so the claim about G follows from the rest. For the rest of (a)–(d),
by Example 2.1.21, Theorem 2.1.6, and limit formalism (that we already discussed in the proofs of
Proposition 2.1.4 and Theorem 2.1.6), Theorem 2.1.15 and Variant 2.1.16 apply to the functors in
question and give the claims. The ‘in particular’ then follows from Examples 2.1.18 and 2.1.10 (2). �

To further illustrate the Zariski aspects of Theorem 2.1.15, in Theorem 2.1.24 (d) we reformulate
the following conjecture of Lam that appeared in [Lam78, equation (H) on page XI] and [Lam06,
equation (H1) on page 180].

Conjecture 2.1.23 (Lam). For a local ring R, every stably free Rrts-module is free.

Theorem 2.1.24. Let R be a ring and set Rptq :“ pRrts1`tRrtsqr
1
t s, so that Rptq can be identified with

the localization of Rrts with respect to the monic polynomials (see the proof for this identification).

(a) Nonisomorphic finite projective R-modules cannot become isomorphic over Rpptqq.

(b) Nonisomorphic finite projective Rptq-modules cannot become isomorphic over Rpptqq.

(c) Base change identifies the set of isomorphism classes of stably free Rptq-modules with the set
of isomorphism classes of stably free Rpptqq-modules.

(d) If R is local, then every stably free Rrts-module is free iff every stably free Rpptqq-module is free.

In particular, the following pullback maps are injective for n ě 0:

H1pR,GLnq ãÑ H1pRptq,GLnq ãÑ H1pRpptqq,GLnq.

Proof. Firstly, to exhibit the claimed identification of Rptq, we let Rptq1 be the localization of Rrts
with respect to the multiplicative set of the monic polynomials, view Rptq1 as a localization of
Rrt, t´1s, and then note that the involution t ÞÑ t´1 exchanges Rptq and Rptq1.

Parts (b) and (c) are immediate from Corollary 2.1.22 (a). Part (a) follows by combining (b) with
[Lam06, Chapter V, Proposition 2.4], which is the version of (a) in which Rpptqq is replaced with
Rptq. Part (d) follows from (c) and [BR83, Theorem A], which is the version of (d) in which Rpptqq is
replaced with Rptq.5 �

5The blanket Noetherianity assumption of op. cit. is not needed for [BR83, Theorem A]: indeed, both [BR83,
Theorem 2.2] and [Lam06, Chapter IV, Horrocks’ Theorem 2.1], which give the two implications, are susceptible to
limit arguments.

15



Remark 2.1.25. Theorem 2.1.24 (c) and (d) continue to hold even if one drops the finite generation
implicit in the definition of stable freeness: more precisely, by Gabel’s trick [Lam06, Chapter I,
Proposition 4.2], for a ring A, every A-module M that is not finitely generated and such that
M ‘A‘n is free is itself free.

2.2. The Elkik–Gabber–Ramero approximation via Cauchy nets

The Cauchy net technique used in §2.1 leads to non-Noetherian versions of the Elkik approximation
theorem via a short argument that is also new in the Noetherian case, see Theorems 2.2.2 and 2.2.10.
It also strengthens the non-Noetherian version of this theorem presented in [GR03, Proposition 5.4.21]:
in Theorem 2.2.17 below, t need not be a nonzerodivisor and the open U need not be SpecpAr1t sq. In
some sense, we invert the argument: Gabber and Ramero deduced their version from the Noetherian
case that was settled by Elkik in [Elk73] and restated in [GR03, Lemma 5.4.12], whereas we first
settle the general non-Noetherian version and then deduce the Noetherian statement from it in
Theorem 2.2.20.

In spite of its slightly different flavor, Elkik approximation is spiritually close to §2.1: for instance,
the approximation statements could be considered as nonabelian incarnations of the phenomenon
that H1

tt“0u tends to depend only on the formal t-adic neighborhood of the ring in question, and
hence should not change upon passage to t-adic completions. For a concrete such statement, see
Example 2.2.19, which ensures that the affine Grassmannian may be formed with Henselian loops.

Our core approximation idea is captured by Theorem 2.2.2, formulated using the following topologies.

2.2.1. Topology on points of affine schemes. We recall from [Con12, Proposition 2.1] that for
any topological ring B there is a unique way to topologize the sets XpBq for affine B-schemes X of
finite type in such a way that

(1) any B-morphism X Ñ X 1 induces a continuous map XpBq Ñ X 1pBq;

(2) for each n ě 0, the identification AnpBq – Bn is a homeomorphism;

(3) a closed immersion X ãÑ X 1 induces an embedding XpBq ãÑ X 1pBq.

Indeed, one chooses a closed immersion X ãÑ AnB and checks (loc. cit.) that the resulting subspace
topology on XpBq Ă Bn does not depend on the choice. In terms of any such embedding, elements
of XpBq are topologically close if and only if the resulting values in B of the corresponding standard
coordinates of AnB are close. Moreover, by [Con12, Proposition 2.1, Example 2.2] and the definitions,

(4) the identifications pX ˆX2 X 1qpBq
„
ÝÑ XpBq ˆX2pBq X

1pBq are homeomorphisms;

(5) for a continuous homomorphism B Ñ B1 of topological rings, the maps XpBq Ñ XpB1q are
continuous, for instance, for an open ideal I Ă B, the fibers of XpBq Ñ XpB{Iq are open;

(6) if a continuous homomorphismB Ñ B1 of topological rings is a (respectively, open; respectively,
closed; respectively, discrete) embedding, then so are the maps XpBq Ñ XpB1q of topological
spaces because

XpBq “ XpB1q X AnpBq in AnpB1q for a closed immersion X ãÑ An; (2.2.1.1)

(7) if the restriction of a continuous homomorphism B Ñ B1 of topological rings to an open ideal
I Ă B is a (respectively, open) topological embedding, then the maps XpBq Ñ XpB1q are
locally on their sources (respectively, open) topological embeddings because (2.2.1.1) holds
locally on AnpBq.
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Theorem 2.2.2. Let B be a topological ring that has an open nonunital subring B1 Ă B that is
Zariski and whose induced topology has an open neighborhood base of zero consisting of ideals of B1,
and let X be a smooth, affine B-scheme. If either

(i) B1 is Henselian; or

(ii) XpCq� XpC{Jq for every Zariski B-pair pC, Jq with C{J – pB;6

then the pullback map
XpBq Ñ Xp pBq has dense image.

Example 2.2.3. For instance, B1 Ă B could be a Henselian pair J Ă C with J endowed with
its coarse topology. In this case, the completion pC – C{J is discrete and Theorem 2.2.2 recovers
[Gru72, théorème I.8]: for a smooth, affine C-scheme Y , we have

Y pCq� Y pC{Jq.

This case is an input to the proof of Theorem 2.2.2, see also Proposition 2.1.4 for a generalization.

Proof. We use the notation of rings of Cauchy nets introduced in §2.1.12 and let S be the poset
consisting of the neighborhoods of zero U Ă B where U ď U 1 if and only if U 1 Ă U , so that, as in
(2.1.15.1), we have the identification

pB – CauchySpBq{NullSpBq.

Lemma 2.1.13 and Example 2.2.3 then give us the surjection

lim
ÝÑUPS

pX pCauchypSěU , Bqqq – X pCauchySpBqq� Xp pBq,

so that every element of Xp pBq comes from some XpCauchypSěU , Bqq. The elements of this last set
may be visualized as SěU -indexed posets of elements of XpBq such that the values in B of affine
coordinates of X converge to elements of pB. Thus, by considering a finite set that generates the
coordinate ring of X as an B-algebra, we conclude that each neighborhood of every element of Xp pBq
meets the image of XpBq (see §2.2.1), and the claimed density follows. �

We are going to extend Theorem 2.2.2 in two directions: beyond affine X in Theorem 2.2.10 and
beyond affine B in the context of Gabber–Ramero triples in Theorem 2.2.17. To remove the affineness
assumption on X, it is important to be able to extend the definition of the topology on XpBq. The
standard approach to this is to assume that B is local, so that every B-point of any X factors
through an affine open. We do not wish to restrict to local B—for instance, Rpptqq is rarely local—so
in §2.2.7 we pursue the approach based on Lemma 2.2.6. For the sake of brevity, we use the following
notion that avoids a quasi-compactness assumption inherent in quasi-projective morphisms.

Definition 2.2.4. A scheme morphism X Ñ S is subprojective if X is an open subscheme of a
projective S-scheme, so that, in particular, X is locally of finite type and separated over S.

We also use the following generalization of quasi-affineness that avoids quasi-compactness assumptions.
This definition seems to be due to Gabber and is given in [SP, Definition 0AP6].

Definition 2.2.5. A scheme X is ind-quasi-affine if every quasi-compact open of X is quasi-affine.
A scheme map f : X Ñ S is ind-quasi-affine if f´1pUq is ind-quasi-affine for every affine open U Ă S.

6The surjectivity assumption holds for every Zariski B-pair pC, Jq if X is an fpqc inner form of GLn,B . Indeed,
such an X is the open subscheme cut out in the corresponding inner form rX of the matrix algebra Matnˆn,B by the
nonvanishing of the inner form of the determinant; thus, since rXpCq Ñ rXpC{Jq is identified with the reduction modulo
J surjection for a projective C-module and Cˆ is the preimage of pC{Jqˆ, we obtain the desired XpCq� XpC{Jq.
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An ind-quasi-affine morphism is separated because the intersection of any two affine opens in an
ind-quasi-affine scheme is affine. By [SP, Lemma 0AP9], separated, locally quasi-finite morphisms,
such as immersions or separated étale maps, are ind-quasi-affine. By [SP, Lemmas 0F1V, 0AP7,
and 0AP8], ind-quasi-affineness is stable under composition, base change, is fpqc local on the base.
By [SP, Lemma 0APK] that is due to Gabber, fpqc descent is effective for ind-quasi-affine morphisms.

Lemma 2.2.6. For a ring B and a B-scheme X that is either ind-quasi-affine or subprojective,
every B-point of X factors through some affine open of X.

Proof. Every B-point factors through a quasi-compact open subscheme of B, so in the ind-quasi-affine
case we may assume that X is quasi-affine, in particular, that X “ SpecpCqzV pJq for a B-algebra C
and an ideal J Ă C. The B-point C � B in question maps J to the unit ideal, so there is a linear
combination

ř

i ciji with ci P C and ji P J such that the B-point factors through the affine open

SpecpCr 1
ř

i ciji
sq Ă X.

The subprojective case is [GR03, Lemma 5.4.17]: similarly to the proof of Lemma 2.2.9 below, one
constructs a hyperplane not meeting the B-point in question, and hence reduces to the ind-quasi-affine
case. �

2.2.7. Topology on points beyond affine schemes. Let B be a topological ring such that the
unit group Bˆ Ă B is open and the inversion map of Bˆ is continuous for the subspace topology.
By the proofs of [Con12, Proposition 3.1] and of Lemma 2.2.6 above, these assumptions ensure that
an open immersion of affine B-schemes of finite type induces an open embedding on B-points for
the topology defined in §2.2.1. Lemma 2.2.6 then allows us to extend the definition of this topology
beyond affine X, namely, to topologize the set XpBq for every locally of finite type B-scheme
X that is either ind-quasi-affine or subprojective by declaring a subset to be open if and only if
its intersection with UpBq is open for every affine open U Ă X. With this definition, thanks to
Lemma 2.2.6,

(8) an open immersion X ãÑ X 1 induces an open embedding XpBq ãÑ X 1pBq

and §2.2.1 (1)–(7) hold, granted that we omit the closed embedding aspect of (6) and require B1 in
(5)–(7) to be such that B1ˆ Ă B1 is open and the inversion map of B1ˆ is continuous. If B is local,
then Lemma 2.2.6 holds for all B-schemes and in this paragraph we may remove the assumption
that the locally of finite type B-scheme X be either ind-quasi-affine or subprojective.

The promised extension of Theorem 2.2.2 to nonaffine X rests on Lemma 2.2.9, which is an extension
of Lemma 2.2.6 to a case when X is no longer defined over B. The present version of this lemma
was suggested by Laurent Moret-Bailly and uses the following material on topologizing modules.

2.2.8. Canonical topology on finite modules. Let B be a topological ring. We endow every finite
B-module M with the quotient of the product topology with respect to a surjection π : B‘n �M
of B-modules. By [GR18, Lemma 8.3.34, Corollary 8.3.37], this canonical topology of M does
not depend on the choice of π, makes π an open map, and makes M a topological B-module.
By [GR18, Proposition 8.3.36], its formation is compatible with finite products, in particular, for
projectiveM it agrees with the subspace topology ofM as a direct summand of a finite free B-module.
By [GR18, Proposition 8.3.36, Corollary 8.3.37], every morphism (respectively, surjection) of finite
B-modules is continuous (respectively, open) in the canonical topology.

Claim 2.2.8.1. If Bˆ Ă B is open andM andM 1 are finite projective B-modules, then the surjective
homomorphisms form an open subset of the finite B-module HomBpM,M 1q.
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Proof. There are finite B-modules ĂM and ĂM 1 such that M ‘ ĂM » B‘n and M 1 ‘ ĂM 1 » B‘n
1 ,

and by adding a free summand we arrange that there exist a B-module surjection f : ĂM � ĂM 1.
In particular, HomBpM,M 1q is a direct summand of the free B-module HomBpB

‘n, B‘n
1

q. By
considering its coset given by f and vanishing crossed terms M Ñ ĂM 1 and ĂM ÑM 1, we therefore
reduce to considering HomBpB

‘n, B‘n
1

q. The latter is the B-module of n1 ˆ n matrices and, by
Nakayama’s lemma [SP, Lemma 00DV], which allows us to test the surjectivity B-fiberwise, the
locus of surjective homomorphisms corresponds to those matrices whose n1 ˆ n1 minors generate
the unit ideal in B. Thus, since Bˆ Ă B is open, the locus of surjective homomorphisms is also
open. �

Claim 2.2.8.2. For a ring homomorphism B0 Ñ B with a dense image, a finite B0-module M0, and
a topological B-module structure on M :“ B bB0 M0 (for instance, the one given by the canonical
topology), the image of the map M0 ÑM is dense.

Proof. Since M is a topological B-module, every B-module surjection B‘n � M is continuous.
Thus, a choice of a surjection B‘n0 � M0 reduces us to the evident case when M0 “ B‘n0 and its
base change M – B‘n is endowed with the product topology. �

Lemma 2.2.9. Let B be a topological ring such that Bˆ Ă B is open, let B0 Ñ B be a ring map
with a dense image, and let X be a B0-scheme. If either

(i) X is ind-quasi-affine; or

(ii) X is subprojective and the map PicpB0q Ñ PicpBq is surjective;

then every B-point of X factors through an affine open of X.

Proof. We begin with the ind-quasi-affine case, in which, since every B-point factors through a
quasi-compact open, we may assume that X is quasi-affine. Then

X “ SpecpCqzV pcq for some B0-algebra C and ideal c Ă C,

so a B-point of X is given by a map C Ñ B such that the images ci P B of some rci P c satisfy
ř

i bici “ 1 for some bi P B.

Since Bˆ Ă B is open and B0 Ñ B has dense image, there are b1i P B0 whose images are close to the
bi such that

ř

i b
1
ici P B

ˆ. Thus, our B-point factors through the affine open SpecpCr 1
ř

i b
1
ici
sq Ă X.

In the remaining subprojective case, X is open in a closed subscheme of some PnB0
, so the settled

ind-quasi-affine case reduces us to X “ PnB0
. A B-point of PnB0

amounts to a B-module quotient

π : B‘pn`1q �M with M projective of rank 1.

By the surjectivity assumption for the Picard groups,M » BbB0M0 for a finite projective B0-module
M0 of rank 1, and we consider the composition

HomB0pM0, B
‘pn`1q
0 q

idBbB0
´

ÝÝÝÝÝÝÑ HomBpM,B‘pn`1qq
π˝´
ÝÝÑ HomBpM,Mq.

Claims 2.2.8.1 and 2.2.8.2 applied to this composition supply a B0-module map

s : M0 Ñ B
‘pn`1q
0 such that the composition π ˝ pidB bB0 sq : M ÑM is surjective.

Since M is finitely generated, this composition is then an isomorphism, so that, in particular, the
map idB bB0 s : M Ñ B‘pn`1q is an inclusion of a direct summand that is complementary to Kerpπq.
In particular, the map SpecpBq Ñ SpecpB0q factors through the maximal open U Ă SpecpB0q over
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which the dual map s_ : B
‘pn`1q
0 Ñ M_

0 is surjective. Over this open, Kerps_q is locally a direct
summand of B‘pn`1q

0 , so, by forming duals again, s is locally an inclusion of a direct summand over U .

The settled ind-quasi-affine case shows that SpecpBq factors through an affine open of U . Thus, we
may assume that U “ SpecpB0q, so that s : M0 ãÑ B

‘pn`1q
0 is an inclusion of a direct summand. We

obtain a hyperplane H Ă PnB0
that parametrizes those projective rank 1 quotients of B‘pn`1q

0 whose
composition with s vanishes. By construction, the quotient given by π corresponds to a B-point of
PnB0

that does not meet H, so that this point factors through the affine open PnB0
zH, as desired. �

We now take advantage of the topology of §2.2.7 to present a nonaffine version of Theorem 2.2.2.
This generalizes [GR03, Proposition 5.4.21], which, roughly speaking, is part (i) of the following
theorem in the case when B “ Ar1t s for a Henselian Gabber–Ramero triple pA, t, Iq.

Theorem 2.2.10. Let B be a topological ring such that pBˆ Ă pB is open and the inversion map of
pBˆ is continuous in the subspace topology, assume that there is an open nonunital subring B1 Ă B
that is Zariski and whose induced topology has an open neighborhood base of zero consisting of ideals
of B1, and let X be a smooth B-scheme. If either

(i) B1 is Henselian and X is either ind-quasi-affine or subprojective; or

(ii) X is ind-quasi-affine and XpCq� XpC{Jq for every Zariski B-pair pC, Jq with C{J – pB; or

(iii) pB is local and B1 is Henselian; or

(iv) pB is local and XpCq� XpC{Jq for every Zariski B-pair pC, Jq with C{J – pB;

then the pullback map

XpBq Ñ Xp pBq has dense image for the topology defined in §2.2.7.

Proof. By Corollary 2.1.22 (c), in the case (i) the map PicpBq Ñ Picp pBq is an isomorphism. Thus,
Lemma 2.2.9 shows that every pB-point of X factors through an affine open of X, which automatically
inherits the surjectivity assumption in (ii) and (iv). Consequently, the desired density follows from
the affine case established in Theorem 2.2.2 and the definitions of §2.2.7. �

We now turn to extending this approximation theorem beyond affine B in the setting of Gabber–
Ramero triples in Theorem 2.2.17. For this, we will use patching techniques: we review a generalization
of the Beauville–Laszlo patching in Lemma 2.2.11, deduce Proposition 2.2.12, then review the Ferrand
patching in Lemma 2.2.13, and deduce Proposition 2.2.15.

Lemma 2.2.11. Let A be a ring, let t P A, and let AÑ A1 be a ring map that induces an isomorphism
on derived t-adic completions (concretely, A{ptmq „

ÝÑ A1{ptmq for m ą 0 and Axt8y „
ÝÑ A1xt8y).

(a) Base change is an equivalence from the category of A-modules M such that M ÑM bA A
1

induces an isomorphism on derived t-adic completions, concretely, such that

Mxt8y ãÑM bA A
1, (2.2.11.1)

to that of triples consisting of an Ar1t s-module, an A1-module, and an isomorphism of their
base changes to A1r1t s; an A-flat M satisfies (2.2.11.1), and any M is flat (respectively, finite;
respectively, finite projective) if and only if the same holds for its base changes to both A1
and Ar1t s.
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(b) (de Jong). For a flat, quasi-affine A-group scheme G, base change is an equivalence from the
category of G-torsors T to that of triples

pT, T 1, ι : TA1r 1
t
s

„
ÝÑ T 1

A1r 1
t
s
q (2.2.11.2)

consisting of a GAr 1
t
s-torsor T , a GA1-torsor T

1, and an indicated torsor isomorphism ι.

Proof.

(a) Before entering the argument, we recall that the case when t is a nonzerodivisor on both A
and M and A1 is the t-adic completion pA of A amounts to the main result of [BL95]. The
case when t is a nonzerodivisor and A1 is arbitrary follows from [BD19, Theorem 2.12.1]. The
nonzerodivisor assumption was removed by de Jong in [SP, Section 0BNI], whose argument
was partly inspired by that of Kedlaya–Liu carried out in [KL15, Section 2.7]. The proofs
of [SP, Section 0BNI] turned out to work beyond the case A1 “ pA, and we have updated
[SP, Section 0BNI] to accommodate for this.

In more detail, by [SP, Lemma 0BNR], the pair pA Ñ A1, tq is “glueing” and, by [SP,
Lemma 0BNW], the condition (2.2.11.1) is equivalent to M ÑM bA A

1 inducing an isomor-
phism on derived t-adic completions and amounts to M being “glueable for pAÑ A1, tq”; by
[SP, Remark 0BNX], any A-flat M satisfies (2.2.11.1). Thus, [SP, Theorem 0BP2] gives the
claimed equivalence of categories. The assertion about testing properties over A1 and Ar1t s
follows from [SP, Lemmas 0BP7, 0BNN, and 0BP6].

(b) The full faithfulness follows from [SP, Lemma 0F9T], according to which a similar base change
functor is fully faithful even on the category of flat algebraic spaces with affine diagonal. For
the essential surjectivity, since T and T 1 are quasi-affine, by [SP, Lemmas 0F9U and 0F9R],
any triple as in (2.2.11.2) arises from a faithfully flat, quasi-compact, separated A-algebraic
space T . By the full faithfulness [SP, Lemma 0F9T] again, T comes equipped with a G-action
for which the map

GˆA T pg, τq ÞÑ pgτ, τq
ÝÝÝÝÝÝÝÝÝÑ T ˆA T

is an isomorphism. Consequently, T is a G-torsor (and hence is a quasi-affine scheme). �

Proposition 2.2.12. For a ring A, a t P A, a ring map AÑ A1 that induces an isomorphism on
derived t-adic completions, a flat A-scheme U , and a U -scheme X that is either U -ind-quasi-affine
or U -subprojective,7 we have

XpUq
„
ÝÑ XpUA1q ˆXpU

A1r 1t s
q XpUAr 1

t
sq. (2.2.12.1)

Proof. The assumptions are stable upon replacing A (respectively, A1) by the coordinate ring of
a variable affine open of U (respectively, of its base change to A1). Thus, since the functors that
underlie both sides of (2.2.12.1) are Zariski sheaves on U , by passing to such an open we may

7Added in proof: Our assumption on X is not optimal, in fact, (2.2.12.1) holds for any U -scheme X and also for
any quasi-compact, quasi-separated U -algebraic space X. To argue this, first reduce to the case U “ SpecpAq as in
the proof. Then the case of a quasi-compact, quasi-separated algebraic space follows from [Bha16, Theorem 1.4 1.] (to
check its assumption, use [ČS20, Lemma 5.4.3]). In the remaining scheme case, by considering all the quasi-compact
opens of X we reduce to the case when X is quasi-compact. As in the proof of [Čes22, Proposition 6.1.1 (c)], at least
as far as ring-valued points are concerned, [SP, Lemma 03K0] implies that a quasi-compact scheme is a filtered direct
limit of quasi-compact, quasi-separated schemes, so to reduce to the already settled case of the latter it remains to use
the fact that filtered direct limits of sets commute with fiber products.
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assume that U “ SpecpAq. In this case, which we now assume, [SP, Lemma 0BNR] shows that the
assumption on AÑ A1 implies that

A
„
ÝÑ A1 ˆA1r 1

t
s Ar

1
t s.

This key identification already gives (2.2.12.1) for affine X. It also implies that the surjection

SpecpA1q
Ů

SpecpAr1t sq� SpecpAq (2.2.12.2)

is schematically dominant, so an A-point of an A-scheme Y factors through a given open (respectively,
closed) subscheme if and only if the same holds for its pullbacks to A1 and Ar1t s. In particular,
(2.2.12.1) for quasi-affine X follows from its case for affine X. Thus, for ind-quasi-affine X, the
identification (2.2.12.1) holds for every quasi-compact open X 1 Ă X in place of X and, since every
finite collection of A-points (respectively, A1- and Ar1t s-points) of X factors through such an X 1, also
for X itself.

We turn to the remaining case when X is open in a projective A-scheme. The same reduction
allows us to assume that X is projective, then that X “ PpE q for a quasi-coherent, finite type
module E on SpecpAq, and finally, by choosing a surjection O‘pn`1q � E , that X “ Pn. By
[EGA I, corollaire 9.5.6], the schematic dominance of (2.2.12.2) and the separatedness of X ensure
that (2.2.12.1) is injective. For the remaining surjectivity, by the description of the functor of points
of Pn given in [EGA II, théorème 4.2.4], we need to show that any pair of compatible surjections

A1 ‘pn`1q �M 1 and pAr1t sq
‘pn`1q �M2

with M 1 (respectively, M2) a finite projective A1-module (respectively, Ar1t s-module) of rank 1 is
a base change of such a surjection of A-modules. Lemma 2.2.11 (a) supplies the unique candidate
π : A‘pn`1q ÑM and implies that M is finite projective of rank 1. It remains to observe that π is
surjective, as may be checked after base change to the residue fields of A. �

Lemma 2.2.13 ([Fer03, théorème 2.2 iv)]). For a fiber product R1ˆRR2 of rings with either R1 Ñ R
or R2 Ñ R surjective, pullback is an equivalence from the category of flat pR1ˆRR2q-modules to that
of triples consisting of a flat R1-module, a flat R2-module, and an isomorphism of their base changes
to R; the same holds with ‘flat’ replaced by ‘finite projective.’ Moreover, an pR1 ˆR R2q-module is
flat (respectively, finite; respectively, finite projective) if and only if so are its base changes to R1 and
R2.8 �

Example 2.2.14. The case when both R1 Ñ R and R2 Ñ R are surjective corresponds to a ring A
and ideals I1, I2 Ă A with I1 X I2 “ 0: then

A
„
ÝÑ A{I1 ˆA{pI1`I2q A{I2. (2.2.14.1)

For instance, for a Gabber–Ramero triple pA, t, Iq with Ixt8y “ Ixtny for an n ą 0 and rA :“ A{Ixt8y,

A
„
ÝÑ rAˆ

rA{ptnIq
A{tnI. (2.2.14.2)

8Added in proof: The lemma implies that for any flat, finitely presented, affine pR1 ˆR R2q-group scheme G,
pullback is an equivalence from the category of G-torsors to that of triples consisting of a GR1 -torsor, a GR2 -torsor,
and an isomorphism of their base changes to R, see [Sta19, Lemma 3.1 and its proof]; the same holds for any flat,
affine pR1 ˆR R2q-group scheme G granted that we consider torsors in the fpqc topology.
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Proposition 2.2.15. For a ring A and ideals I1, I2 Ă A with I1 X I2 “ 0, a flat A-scheme U , and
a U -scheme X that is either U -ind-quasi-affine or U -subprojective,9

XpUq
„
ÝÑ XpUA{I1q ˆXpUA{pI1`I2qq

XpUA{I2q. (2.2.15.1)

Proof. As in the proof of Proposition 2.2.12, both sides of (2.2.15.1) are Zariski sheaves in U , so we
may work locally on U to reduce to the case when U “ SpecpAq. Then the assumption I1 X I2 “ 0
implies the schematic dominance and the surjectivity of the map

SpecpA{I1q
Ů

SpecpA{I2q Ñ SpecpAq.

Thus, the arguments of the proof of Proposition 2.2.12 reduce to X “ Pn and also prove the injectivity
of (2.2.15.1) in this case. For the surjectivity, we first use Lemma 2.2.13 to glue compatible surjections

pA{I1q
‘pn`1q �M 1 and pA{I2q

‘pn`1q �M2

onto finite projective modules of rank 1 to a unique A-module map π : A‘pn`1q ÑM with M finite
projective of rank 1, and then check on the residue fields of A that π is surjective. �

2.2.16. The pt, Iq-adic topology on Ar1t s-points. Let pA, t, Iq be a Zariski Gabber–Ramero
triple and let B be a topological ring that is either A or Ar1t s (see §2.1.9). Then Bˆ Ă B is
open and the inversion map of Bˆ is continuous for the subspace topology: indeed, for instance,
multiplication by any a P Ar1t s

ˆ is a homeomorphism of Ar1t s, so, by the Zariski assumption, the
a` atnI Ă Ar1t s

ˆ for varying n ą 0 form an open neighborhood base of a. Thus, §2.2.7 applies and
endows XpBq with a topology for every B-scheme X that is either ind-quasi-affine or subprojective. If
pA, t, Iq is even Henselian, then, although we will not use this, smooth morphisms of quasi-projective
Ar1t s-schemes induce open maps on Ar1t s-points, see [GR03, Proposition 5.4.29 (ii)] for a precise
statement.

We use the resulting pt, Iq-adic topologies on the sets of sections XpAq and XpAr1t sq to topologize
sets of sections beyond the case of an affine base as follows. Fix an open subscheme

SpecpAr1t sq Ă U Ă SpecpAq

and a locally of finite type U -scheme X that is either U -ind-quasi-affine or U -subprojective. For
every affine open V Ă U , consider the Zariskization AV of the coordinate ring of V along the
closed subscheme VA{tI as well as the Zariski Gabber–Ramero triple pAV , t, IAV q (which vanishes if
VA{tI “ H). We endow XpUq with the coarsest topology for which the pullback maps

XpUq Ñ XpAr1t sq and XpUq Ñ XpAV q for affine opens V Ă U

are all continuous. By §2.2.7 and §2.2.1 (5), when U “ SpecpAq or U “ SpecpAr1t sq, this definition
agrees with the one given in the previous paragraph. Similarly, §2.2.7 and §2.2.1 (1) and (5) ensure
that a U -morphisms X Ñ X 1 induces a continuous map XpUq Ñ X 1pUq and that the restriction
map XpUq Ñ XpU 1q is continuous for every open SpecpAr1t sq Ă U 1 Ă U .

It is useful to know that the topology may be constructed using any affine open cover of U as follows.

9Added in proof: Our assumptions are not optimal, in fact, (2.2.15.1) holds for any U -algebraic space X and even
with A replaced by any fiber product R1 ˆR R2 as in Lemma 2.2.13 (compare with Example 2.2.14). To argue this,
first reduce to the case U “ SpecpAq as in the proof. Then use the result of Temkin–Tyomkin [TT16, Lemma 4.1 and
Theorem 4.3], according to which Specp´q transforms fiber products as in Lemma 2.2.13 into pushouts in the category
of algebraic spaces.
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Claim 2.2.16.1. For any affine open cover U “ SpecpAr1t sqY
Ť

iPI Vi, the topology on XpUq defined
above is the coarsest one for which the maps XpUq Ñ XpAr1t sq and XpUq Ñ XpAViq are all
continuous. In particular, for a morphism of Zariski Gabber–Ramero triples pA, t, Iq Ñ pA1, t, I 1q
and an open subscheme SpecpA1r1t sq Ă U 1 Ă UA1 , the map XpUq Ñ XpU 1q is continuous.

Proof. For the first assertion, we need to show that with this a priori coarser topology on XpUq and
every affine open V Ă U , the pullback XpUq Ñ XpAV q is already continuous. If V Ă Vi, then this
follows from the continuity of XpAViq Ñ XpAV q. If V Ă SpecpAr1t sq, then the topology of AV is
the pullback of the discrete topology of AV {IAV , so Ar1t s Ñ AV is continuous, and we analogously
use the resulting continuity of XpAr1t sq Ñ XpAV q. In general, we cover V by affine opens Vj each
one of which lies either in some Vi or in SpecpAr1t sq and we therefore reduce to showing that the
topology on XpAV q is the coarsest one for which the maps XpAV q Ñ XpAVj q are all continuous.

For showing that every open of XpAV q is the pullback of an open of
ś

j XpAVj q, we may first assume
that X is an AV -scheme and then, by Lemma 2.2.6, that it is also affine, so that it is a closed
subscheme of some AN . The subset SpecpAV q Ă V consists of the generizations of points in VA{tI ,
and likewise for each Vj . Thus, since the Vj cover V , the map AV Ñ

ś

j AVj is injective, so that

XpAV q “ AN pAV q X
ś

j XpAVj q inside
ś

j AN pAVj q.

This reduces us to the case X “ AN , and then further to X “ A1. In this case, since

SpecpAV {pt
nIqq “

Ť

j SpecpAVj{pt
nIqq for every n ą 0,

for every a P AV the open a ` tnIAV Ă AV is the intersection of the preimages of the opens
a` tnIAVj Ă AVj . The cosets a` tnIAV form a base of the topology of AV , so the assertion follows.

To deduce the continuity of XpUq Ñ XpU 1q, we first use the definition of the topology on XpU 1q to
reduce to U 1 “ SpecpA1q. We then apply the first part of the claim to A1 to reduce to the case when
U 1 Ñ U factors through an affine open V Ă U , when the continuity of XpAV q Ñ XpA1q suffices. �

We use this more practical description of the topology of XpUq to exhibit the following openness.

Claim 2.2.16.2. If Ixt8y “ 0 and U is quasi-compact, then the pullback map

XpUq Ñ XpAr1t sq is open and a local homeomorphism.

In particular, if Axt8y “ 0 and U is quasi-compact, then XpUq Ă XpAr1t sq is an open embedding.

Proof. If Axt8y “ 0, then, by the separatedness of X and [EGA I, corollaire 9.5.6], the map
XpUq Ñ XpAr1t sq is injective, so the final assertion follows from the rest. By §2.1.9, the assumption
Ixt8y “ 0 implies that the restriction of the map A Ñ Ar1t s to the open ideal I Ă A is an
open topological embedding, and analogously for AV Ñ AV r

1
t s for every affine open V Ă U .

Thus, §2.2.7 and §2.2.1 (7) imply that the pullback maps XpAV q Ñ XpAV r
1
t sq are open and local

homeomorphisms.

Quasi-compactness of U supplies a finite affine open cover U “ SpecpAr1t sq Y
Ť

iPI Vi. To exhibit an
open neighborhood W of a fixed x P XpUq such that XpUq Ñ XpAr1t sq maps W homeomorphically
onto an open subset Wt, we choose open neighborhoods Wi Ă XpAViq and Wii1 Ă XpAViXVi1 q of the
pullbacks of x such that the restrictions to Wi and Wii1 of the pullbacks discussed in the previous
paragraph are homeomorphisms onto their open images Wi, t and Wii1, t. We then let W Ă XpUq

(respectively, Wt Ă XpAr1t sq) be the intersection of the preimages of the Wi and Wii1 (respectively,
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Wi, t and Wii1, t). It remains to show that the continuous map W Ñ Wt induced by pullback is a
homeomorphism.

By fpqc descent, giving a w PW amounts to giving its image wt PWt together with elements wi PWi

that agree with wt and are compatible under pullbacks to the XpAViXVi1 q. However, by construction
of Wt, the element wt alone gives rise to unique such compatible wi. Therefore, the map W ÑWt is
bijective. To conclude that it maps every open W 1 ĂW to an open of Wt, it remains to first recall
from Claim 2.2.16.1 that locally W 1 is an intersection of an open of Wt and of preimages of opens of
Wi and to then note that, by construction, this intersection may equivalently be formed in Wt. �

For the mere openness of the map in Claim 2.2.16.2, mere boundedness of pA, t, Iq suffices as follows.

Claim 2.2.16.3. If U is quasi-compact, then the pullback maps

XpUq Ñ XpUA{tnIq have open fibers.

If, in addition, the Zariski Gabber–Ramero triple pA, t, Iq is bounded and rA :“ A{Ixt8y, then both

XpUq Ñ XpU
rA
q and XpUq Ñ XpAr1t sq are open maps.

Proof. Since UA{tnI is covered by its intersections with finitely many affine opens V Ă U , the claimed
openness of the fibers follows from its case U “ SpecpAq supplied by §2.2.7 and §2.2.1 (5). For the
rest, due to Claim 2.2.16.2, it suffices to establish the assertion about XpUq Ñ XpU

rA
q. However, by

Example 2.2.14 and Proposition 2.2.15, the boundedness assumption implies that for every n ą 0
such that Ixt8y “ Ixtny, we have

XpUq
„
ÝÑ XpU

rA
q ˆXpU

rA{ptnIq
q XpUA{tnIq. (2.2.16.4)

In particular, for every such n, each fiber of the map XpUq Ñ XpUA{tnIq maps bijectively to a
fiber of the map XpU

rA
q Ñ XpU

rA{ptnIq
q. By the first part of the claim, these fibers are open and,

by Claim 2.2.16.1, the bijections in question are continuous. For arguing that they are also open,
we choose a finite affine open cover U “ SpecpAr1t sq Y

Ť

iPI Vi and combine Claim 2.2.16.1 with
the analogues of (2.2.16.4) for the AVi to reduce to the case U “ SpecpAq. We may then assume
that X is affine, so that it is a closed subscheme of some AN . By again working with the fibers of
the reduction modulo tnI, we reduce further to X “ AN , so even to X “ A1. To then conclude
it remains to note that the cosets a` tnI for varying a P A and n ą 0 form an open base for the
topology of A and that these cosets map onto their counterparts for rA. �

We are ready for the following non-Noetherian version of the Elkik approximation theorem.

Theorem 2.2.17. Let pA, t, Iq be a Zariski, bounded Gabber–Ramero triple, let

SpecpAr1t sq Ă U Ă SpecpAq

be a quasi-compact open, and let X be a locally of finite type U -scheme that is either U -ind-quasi-affine
or U -subprojective and such that XAr 1

t
s is Ar

1
t s-smooth. Under one of the following assumptions:

(i) pA, t, Iq is Henselian; or

(ii) XAr 1
t
s is ind-quasi-affine and XpCq� XpC{Jq for Zariski Ar1t s-pairs pC, Jq with C{J – pAr1t s;

the following pullback map has a dense image for the topology defined in §2.2.16:

XpUq Ñ XpU
pA
q;
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in particular, for every px P XpU
pA
q and n ą 0, there is an

x P XpUq whose pullback to XpUA{tnIq
(2.1.9.3)
– XpU

pA{tn pI
q agrees with that of px.

Proof. The last assertion follows from the rest and Claim 2.2.16.3. Moreover, in the key case when
U “ SpecpAr1t sq the desired density follows from Theorem 2.2.10. To deduce the general case, it
then remains to recall from Claim 2.2.16.3 (with Lemma 2.1.11) that the map XpU

pA
q Ñ Xp pAr1t sq is

open and to use the following identification supplied by Proposition 2.2.12 (with (2.1.9.3)):

XpUq
„
ÝÑ XpU

pA
q ˆ

Xp pAr 1
t
sq
XpAr1t sq. �

Remark 2.2.18. In Theorem 2.2.17, if pA, t, Iq is Henselian and XAr 1
t
s étale over Ar1t s, then

XpUq
„
ÝÑ XpU

pA
q.

Indeed, the end of the proof reduces us to U “ SpecpAr1t sq, when the target is discrete because, by
étaleness, an pAr1t s-point of X pAr 1

t
s
is an inclusion of a clopen that maps isomorphically to Specp pAr1t sq.

Example 2.2.19. For a ring R and a smooth, ind-quasi-affine Rttu-group scheme G, we have

GpRttur1t sq{GpRttuq
„
ÝÑ GpRpptqqq{GpRJtKq.

Indeed, the map is injective by Proposition 2.2.12 and, since GpRpptqqq is a topological group and
GpRJtKq Ă GpRpptqqq is an open subgroup (see §2.2.1 (4) and (6)), it is surjective by Theorem 2.2.17.

We are ready to deduce the promised Elkik approximation theorem in the Noetherian setting.

Theorem 2.2.20 (compare with [Elk73, théorème 2 bis]). For a Henselian pair pA, Jq with A
Noetherian, an open SpecpAqzV pJq Ă U Ă SpecpAq, and a subprojective U -scheme X such that
XSpecpAqzV pJq is smooth, letting pA denote the J-adic completion, we have that

for every n ą 0 and px P XpU
pA
q there is an x P XpUq with x “ px in XpUA{Jnq.

Proof. By [Mat89, Theorem 8.12], the completion of a Noetherian ring B with respect to an ideal
pb1, . . . , bgq is isomorphic to BJt1, . . . , tgK{pt1 ´ b1, . . . , tg ´ bgq. Thus, fixing generators a1, . . . , ag of
our original J , we see that the J-adic completion of A agrees with the iterated ai-adic completion and
that the ideal generated by J is still Henselian (respectively, Zariski) in these resulting intermediate
completions (see §2.1.1). In conclusion, at the expense of applying the statement g times, we have
reduced to the case when J is principal, which is a special case of Theorem 2.2.17. �

Remark 2.2.21. In the proof of Theorem 2.2.20, the only role of Noetherianity is to ensure that
U is quasi-compact, that J is finitely generated, that the J-adic completion of A agrees with
the iterated completion with respect to a generating set a1, . . . , ag of J , and that for 0 ď i ă g
the iterated completion with respect to a1, . . . , ai is ai`1-Henselian with bounded a8i`1-torsion (to
apply Theorem 2.2.17). Thus, granted that one imposes these assumptions, which hold if U is
quasi-compact, A is J-Henselian, and the sequence a1, . . . , ag is, for instance, A-regular, one obtains
a non-Noetherian generalization of Theorem 2.2.20. It is possible that a weaker condition on J could
suffice for this—for some guiding examples in this direction, see [Nak18].
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2.3. Algebraization beyond the affine case

As a final goal of §2, we take advantage of our work in §2.2 to exhibit a nonaffine version of invariance
under Henselian pairs in Theorem 2.3.3, a nonaffine version of Gabber’s affine analogue of proper
base change in Theorem 2.3.4, and concrete consequences for algebraization in the Noetherian case
in Corollary 2.3.5. To illustrate the method, we begin with a nonaffine variant of Corollary 2.1.19.

Theorem 2.3.1. For a map pA, t, Iq Ñ pA1, t, I 1q of Henselian, bounded Gabber–Ramero triples such
that A{tnI „

ÝÑ A1{tnI 1 for all n ą 0 and an open

SpecpAr1t sq Ă U Ă SpecpAq,

the map UA1 Ñ U induces a bijection on idempotents, in other words, every clopen subscheme of UA1
is the base change of a unique clopen subscheme of U .

Proof. By Lemma 2.1.11, the topological rings Ar1t s and A1r1t s have the same completion, so
Corollary 2.1.19 settles the case U “ SpecpAr1t sq. Since Axt

8y
„
ÝÑ A1xt8y and giving an idempotent

amounts to giving a map to SpecpZres{pe2 ´ eqq, the general case then follows from (2.2.12.1). �

The following simple lemma will be useful in the proof of Theorem 2.3.3.

Lemma 2.3.2. For a scheme X, a closed Z Ă X, an abelian fppf sheaf F on X, and the étale
sheafification Hj

Zp´,F q of the functor X 1 ÞÑ Hj
ZpX

1,F q, there is a functorial in X and F spectral
sequence

Eij2 “ H i
étpX,H

j
Zp´,F qq ñ H i`j

Z pX,F q. (2.3.2.1)

Proof. The spectral sequence will be the one associated to the composition of functors

H0
étpX,H0

Zp´, ˚qq – H0
ZpX, ˚q.

Indeed, the Hj
Z are the derived functors of F ÞÑ H0

Zp´,F q: they form a δ-functor that, by
[SGA 4II, exposé V, proposition 4.7, section 4.6], kills injectives when j ą 0, so the general criterion
[Har77, Chapter III, Theorem 1.3A, Corollary 1.4] for being the left derived functors applies. It
remains to note that, by [SGA 4II, exposé V, proposition 4.11 2)], if I is injective, then H0

Zp´,I q
computed in the fppf site is also injective sheaf and hence, by preservation of flasque sheaves under
pushforwards [SGA 4II, exposé V, proposition 4.9 1), définition 4.1], is acyclic on the étale site. �

The Brauer group aspect of the following result includes the statement announced in [Gab04,
Theorem 2].

Theorem 2.3.3. Let pA, t, Iq Ñ pA1, t, I 1q be a map of bounded Gabber–Ramero triples such that
A{tnI

„
ÝÑ A1{tnI 1 for all n ą 0, let

SpecpAr1t sq Ă U Ă SpecpAq

be a quasi-compact open, and let G be a locally of finite type, U -ind-quasi-affine, flat U -group such
that GAr 1

t
s is smooth over Ar1t s.

(a) If pA, t, Iq is Zariski and GAr 1
t
s is an fpqc inner form of GLn,Ar 1

t
s, then

H1pU,Gq ãÑ H1pUA1 , Gq.

(b) If pA, t, Iq is Henselian, then

H1pU,Gq ãÑ H1pUA1 , Gq.
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(c) If pA, t, Iq and pA1, t, I 1q are Henselian and G is U -quasi-affine, then

H1pU,Gq
„
ÝÑ H1pUA1 , Gq, (2.3.3.1)

in particular, then BrpUq
„
ÝÑ BrpUA1q (equivalently, H2pU,Gmqtors

„
ÝÑ H2pUA1 ,Gmqtors);

(d) if pA, t, Iq is Henselian and G is commutative, U -quasi-affine, of finite presentation, then

H2pU,Gq ãÑ H2pUA1 , Gq

and the same also holds with a commutative, finite, locally free U -group G1 in place of G.

Proof. The assumption implies that the map AÑ A1 induces an isomorphism pA
„
ÝÑxA1, so in all

parts we lose no generality by assuming that pA1, t, I 1q “ p pA, t, pIq (for which the assumptions are
retained by (2.1.9.3)). Moreover, by [SP, Lemma 0APK], the functor that parametrizes isomorphisms
between two G-torsors is representable by an ind-quasi-affine U -scheme X that is locally finite
type and whose base change to Ar1t s is smooth. Thus, (b) follows from Theorem 2.2.17 and, to
conclude that so does (a), we only need to check that in (a) the pullback map XpCq Ñ XpC{Jq is
surjective for every Zariski Ar1t s-pair pC, Jq. However, by [Gir71, chapitre III, proposition 2.6.1 (i)],
up to translation inner forms have identical collections of torsors, so Example 2.1.21 implies that
if XpC{Jq ‰ H, then also XpCq ‰ H. If this happens, then, after choosing an element of XpCq,
the map XpCq � XpC{Jq becomes identified with GpCq Ñ GpC{Jq, and hence is surjective by
footnote 6.

The injectivity in (c) is a special case of (b) and the bijectivity when U “ SpecpAr1t sq follows from
Corollary 2.1.22 (c). The surjectivity in general then follows from the patching result recorded in
Lemma 2.2.11 (b) (whose assumptions are met by Lemma 2.1.11). The Brauer group assertion in (c)
follows from (2.3.3.1) applied to G “ GLN and G “ PGLN with varying N : indeed, by definition,

BrpUq :“
Ť

Ně1 Im
`

H1pU,PGLN q Ñ H2pU,Gmqtors

˘

and likewise for UA1 . The parenthetical assertion in (c) then follows from Gabber’s theorem established
in [dJ02] that, in particular, identifies Brp´q with H2

étp´,Gmqtors for quasi-affine schemes.

In (d), the finite locally free case follows from the rest applied to the terms of the Bégueri resolution

0 Ñ G1 Ñ ResG1˚{U pGmq Ñ QÑ 0,

where G1˚ denotes the Cartier dual. Moreover, the case U “ SpecpAr1t sq follows from Corol-
lary 2.1.22 (d). For general U , we use the cohomology with supports along tt “ 0u sequences, (c),
the U “ SpecpAr1t sq case of (d), and the five lemma, to reduce to showing that10

H2
tt“0upU,Gq ãÑ H2

tt“0upUA1 , Gq.

As in Lemma 2.3.2, we let H˚
tt“0u denote the étale sheafification of the flat cohomology with supports

in tt “ 0u. Since these étale sheaves are supported on the closed subscheme cut out by t, we then
use the spectral sequences (2.3.2.1) to reduce to showing that the sheaves

H0
tt“0up´, Gq and H1

tt“0up´, Gq on pUA1qét are pullbacks of their counterparts on Uét

and that
H2
tt“0up´, Gq ãÑ H2

tt“0upp´qA1 , Gq. (2.3.3.2)

These assertions are local, so we may replace A1 (respectively, A) by its strict Henselization at
a variable point of UA1{tA1 (respectively, at its image in U) and assume that U “ SpecpAq and

10In this step, in order to apply (2.3.3.1) to GAr 1
t
s we use the Ar 1

t
s-smoothness of GAr 1

t
s, which is a not an entirely

natural assumption: the case U “ SpecpAr 1
t
sq settled in Corollary 2.1.22 (d) did not need it.
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U 1 “ SpecpA1q with I “ A and I 1 “ A1. The Hi
tt“0u are then simply H i

tt“0u, and the assertion about
H0
tt“0up´, Gq follows from the following identification supplied by Proposition 2.2.12:

GpAq
„
ÝÑ GpA1q ˆGpA1r 1

t
sq GpAr

1
t sq

Letting pA denote common t-adic completion of A (or of A1), this identification gives the injections

GpAr1t sq{ ImpGpAqq ãÑ GpA1r1t sq{ ImpGpA1qq ãÑ Gp pAr1t sq{ ImpGp pAqq.

Theorem 2.2.17 (with Claim 2.2.16.3) ensures that this composition is surjective, so both arrows are
bijective. The five lemma and (c) (respectively, and Lemma 2.2.11 (b)) then give the desired

H1
tt“0upA,Gq

„
ÝÑ H1

tt“0upA
1, Gq

(respectively, reduce the remaining (2.3.3.2) to showing that H2pA,Gq ãÑ H2pA1, Gq). For the latter,
it suffices to apply Theorem 2.1.6 (b) to conclude that even the following composition is injective:

H2pA,Gq Ñ H2pA1, Gq Ñ H2pA1{tA1, Gq – H2pA{tA,Gq. �

The technique we used for Theorem 2.3.3 also leads to the following nonaffine generalization of
Gabber’s affine analogue of proper base change theorem [Gab94, Theorem 1] and of its nonabelian
analogue (the case t “ 1 below recovers these affine versions). Related results appear in [Fuj95,
Corollary 6.6.4, Theorem 7.1.1], [ILO14, exposé XX, section 4.4], and [BM21, Corollary 1.18], one
distinction being the present setting of Gabber–Ramero triples with a possibly nontrivial ideal I. In
the case when U “ SpecpAr1t sq and t is a nonzerodivisor, the finite étale aspect of Theorem 2.3.4
appears in [GR03, Proposition 5.4.53].

Theorem 2.3.4. For a map pA, t, Iq Ñ pA1, t, I 1q of Henselian, bounded Gabber–Ramero triples such
that A{tnI „

ÝÑ A1{tnI 1 for all n ą 0, and an open

SpecpAr1t sq Ă U Ă SpecpAq,

pullback gives an equivalence between the categories of finite étale schemes over U and UA1 and

RΓétpU,F q
„
ÝÑ RΓétpUA1 ,F q for every torsion abelian sheaf F on Uét, (2.3.4.1)

in particular, for the closed subsets Z :“ SpecpAqzU and Z 1 :“ SpecpA1qzUA1 – ZA1 ,

RΓZpA,F q
„
ÝÑ RΓZ1pA

1,F q for every torsion abelian sheaf F on Aét. (2.3.4.2)

Proof. By Lemma 2.1.11, we have zAr1t s –
{A1r 1

t1 s, so Corollary 2.1.20 (with Example 2.1.18) gives the
case U “ SpecpAr1t sq. For the general case, we begin with the claim about finite étale schemes and
use patching as follows. By Lemma 2.2.11 (a) (with Lemma 2.1.11), base change is an equivalence
from the category of flat quasi-coherent OU -modules M to that of triples

´

M 1,Mt, ι : M
1 bOU

A1
A1r1t s

„
ÝÑMt bAr 1

t
s A

1r1t s

¯

consisting of a quasi-coherent, flat OUA1
-module M 1, a flat Ar1t s-module Mt, and the indicated

isomorphism ι. Moreover, by Lemma 2.2.11, the OU -module M is of finite type if and only if both
M bOU OUA1

and M r1t s are of finite type as modules over OUA1
and Ar1t s, respectively. This implies

the same glueing for finite étale algebras, which bootstraps the desired equivalence between the
categories of finite étale schemes over U and UA1 from the settled case U “ SpecpAr1t sq.

For the rest, we focus on (2.3.4.1) because, due to the cohomology with supports triangle, it implies
(2.3.4.2). Moreover, its settled case U “ SpecpAr1t sq reduces us to showing that

H i
tt“0upU,F q – H i

tt“0upUA1 ,F q for every i P Z.
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The corresponding sheafified cohomologies with supports vanish away from the loci tt “ 0u, and
U and UA1 agree modulo t, so, due to the local-to-global spectral sequence [SGA 4II, exposé V,
proposition 6.4] (which is the version of Lemma 2.3.2 for the étale cohomology with supports), we
reduce further to showing that, for every i P Z, the sheaf

Hi
tt“0up´,F q on pUA1qét is the pullback of Hi

tt“0up´,F q on Uét. (2.3.4.3)

The pullback of the second sheaf maps to the first, so (2.3.4.3) may be checked after replacing UA1
(respectively, U) by its strict Henselization at a point at which t vanishes (respectively, at its image
in U). This reduces us to the case when U “ SpecpAq and U 1 “ SpecpA1q, a case in which the
invariance of étale cohomology under Henselian pairs (a special case of Corollary 2.1.20 and an input
to its proof) and the settled case U “ SpecpAr1t sq give the desired identifications

H i
tt“0upA,F q

„
ÝÑ H i

tt“0upA
1,F q. �

Parts (b) and (c) of the following corollary include the results announced in [Gab93, Theorem 2.8 (i)].
For a generalization of the results announced in [Gab93, Theorem 2.8 (ii)], see [ČS20, Corollary 5.6.10].

Corollary 2.3.5. For a map A Ñ A1 of Noetherian rings, an ideal J Ă A such that pA, Jq and
pA1, JA1q are Henselian (respectively, Zariski) pairs and A{Jn „

ÝÑ A1{JnA1 for n ą 0, and an open

SpecpAqzSpecpA{Jq Ă U Ă SpecpAq,

we have

(a) for any quasi-affine, smooth U -group G,

H1pU,Gq
„
ÝÑ H1pUA1 , Gq (respectively, H1pU,GLnq ãÑ H1pUA1 ,GLnqq;

(b) a pullback isomorphism
BrpUq

„
ÝÑ BrpUA1q;

(c) for any commutative U -group G such that either

(i) G is quasi-affine and smooth over U ; or

(ii) G is finite and locally free over U ;

we have
H2pU,Gq ãÑ H2pUA1 , Gq;

(d) an equivalence of categories

Ufét
„
ÝÑ pUA1qfét;

(e) for every torsion abelian sheaf F on Uét, pullback isomorphisms

H i
étpU,F q

„
ÝÑ H i

étpUA1 ,F q for every i P Z.

Proof. Since the map A Ñ A1 is an isomorphism on J-adic completions, we lose no generality by
assuming that A1 is the J-adic completion pA of A. Then, as in the proof of Theorem 2.2.20, by
forming the completion iteratively with respect to a fixed system of generators for J , we reduce to J
being principal. In this case the assertions amount to special cases of Theorems 2.3.3 and 2.3.4. �

Remark 2.3.6. When A is excellent, the injectivity aspects of Corollary 2.3.5 become straight-
forward consequences of Lemma 2.1.3 that is based on the Néron–Popescu approximation.
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3. Torsors over Rpptqq

We enter a more detailed study of torsors over the base Rpptqq. In §3.1, we present a complete
description of such torsors when the group is a torus defined over R. In §3.2, we complement this
with a crucial for our goals vanishing statement when the torus need not descend to R.

3.1. A formula for H1pRpptqq, T q for any R-torus T

By a result of Weibel [Wei91], for every commutative ring R we have

PicpRq ‘ PicpRrtsq0 ‘ PicpRrt´1sq0 ‘H
1
étpR,Zq

„
ÝÑ PicpRrt, t´1sq, (3.1.1)

where p´q0 denotes the classes that die in PicpRq under t ÞÑ 0 (respectively, t´1 ÞÑ 0) and the map
H1

étpR,Zq Ñ PicpRrt, t´1sq is obtained from Z 1 ÞÑ t
ÝÝÝÑ Gm,Rrt, t´1s. For applying this formula, it is

sometimes useful to compute H1
étpR,Zq in the Nisnevich topology, which is possible because every

Z-torsor over a Henselian local ring is trivial (see Theorem 2.1.6 (a) and the proof of Corollary 3.1.9).

Our goal in this section is to expose a similar description for PicpRpptqqq due to Gabber [Gab19]:

PicpRq ‘ PicpRrt´1sq0 ‘H
1
étpR,Zq

„
ÝÑ PicpRpptqqq;

in fact, we present a mild strengthening valid for torsors under any R-torus T , see Theorem 3.1.7.
The results of this section originate in a letter of Gabber [Gab19] to the first named author.

We begin by reviewing the Weierstrass preparation theorem in a Henselian setting.

Proposition 3.1.2. For a Henselian local ring pR,mq, every f P RttuzmpRttuq is of the form

f “ Pu for a unique P “ td ` ad´1t
d´1 ` ¨ ¨ ¨ ` a0 with ai P m and a unique u P Rttuˆ;

moreover, the natural map Rrts{pP q Ñ Rttu{pfq is an isomorphism.

Proof. The functor R ÞÑ Rttu commutes with filtered direct limits (see §2.1.2), so we lose no generality
by assuming that R is Noetherian. The uniqueness can then be seen over the pm, tq-adic completion
pRJtK of Rttu, which satisfies the usual Weierstrass preparation theorem [BouAC, chapitre VII,
section 3, numéro 8, proposition 6].

For the existence, we begin by setting k :“ R{m, so that

kttu – Rttu{mpRttuq

(see §2.1.2). Every nonempty closed subscheme of SpecpRttuq meets Specpkttuq and Specpkttu{fkttuq
is Artinian local supported along tt “ 0u. Thus, isolation of quasi-finite parts of finite type schemes
over Henselian local bases [EGA IV4, théorème 18.5.11 c)] applied to R1{pfq, where Rrts Ñ R1 is a
sufficiently small étale neighborhood of the zero section of Rrts, implies that Rttu{pfq is a finite local
R-algebra that is isomorphic to a factor of R1{pfq. In particular, the m-adic topology of Rttu{pfq
agrees with its pm, tq-adic topology, to the effect that

Rttu{pfq bR pR
„
ÝÑ Rttu{pfq bRttu pRJtK – pRJtK{f pRJtK.

However, pRJtK{f pRJtK is pR-flat by Weierstrass preparation [BouAC, chapitre VII, section 3, numéro 8,
proposition 5], so Rttu{pfq must be R-flat, and hence even finite free of some rank d ě 0 as an R-
module. Let P P Rrts be the characteristic polynomial of the R-linear scaling by t action on Rttu{pfq.
By construction, P is of the form claimed in the statement, and the Cayley–Hamilton theorem
[BouA, chapitre III, section 8, numéro 11, proposition 20] supplies a map i : Rrts{pP q Ñ Rttu{pfq.
By Weierstrass preparation [BouAC, chapitre VII, section 3, numéro 8, proposition 5] again, ibR pR
is an isomorphism, so i is too. In the resulting expression P “ fv one must have v P Rttuˆ: indeed,
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since i is an isomorphism, v must reduce to a unit modulo m, that is, to a unit of the discrete
valuation ring kttu. �

The following proposition and the subsequent Corollaries 3.1.4 and 3.1.5 capture some concrete
geometric consequences of the Henselian Weierstrass preparation established in Proposition 3.1.2.

Proposition 3.1.3. Let pR,mq be a Henselian local ring with the residue field k :“ R{m.

(a) Base change and schematic image give inverse bijections between the set of closed subschemes
of P1

R that do not meet Specpkrt´1sq and the set of closed subschemes of SpecpRrts1`tRrtsq
(respectively, of SpecpRttuq) that do not contain the k-fiber. Moreover, for any such closed
Z Ă P1

R,
Z

„
ÝÑ ZRrts1`tRrts

„
ÝÑ ZRttu.

(b) Base change and schematic image give inverse bijections between the set of closed sub-
schemes of SpecpRrt´1sq that do no meet Specpkrt´1sq and the set of closed subschemes of
SpecppRrts1`tRrtsqr

1
t sq (respectively, of SpecpRttur1t sq) that do not meet the k-fiber.11

(c) The bijections of (a) and (b) respect the property of being an effective Cartier divisor.

Proof. All the morphisms for which we consider schematic images are quasi-compact and quasi-
separated, so the formation of these images exhibits no pathologies, for instance, it commutes with
flat base change, see [EGA I, corollaire 9.5.2] and [EGA IV1, numéro 1.7.8].

(a) Firstly, the maps in question supplied by base change are injective: indeed, SpecpRrts1`tRrtsq

is the Zariskization of P1
R along tt “ 0u, so it contains all the generizations in P1

R of the
origin of P1

k, and Rttu is faithfully flat over Rrts1`tRrts. Moreover, the ideal of Rttu that
cuts out a closed subscheme Z 1 Ă SpecpRttuq not containing the k-fiber must contain an
f P RttuzmpRttuq, so Proposition 3.1.2 implies that Z 1 is the base change of a closed subscheme
Z Ă P1

R that does not meet Specpkrt´1sq (note that RrT s{pP q is R-finite for any monic P and
hence defines a closed subscheme of P1

R). Consequently, the maps supplied by base change
are even bijective, their inverses are given by forming schematic images, and

Z
„
ÝÑ ZRrts1`tRrts

„
ÝÑ ZRttu.

(b) Via schematic images in P1
R, the closed subschemes Z 1 Ă SpecpRrt´1sq in question correspond

to those closed subschemes Z Ă P1
R as in (a) for which t is a nonzerodivisor on Z, and likewise

for SpecppRrts1`tRrtsqr
1
t sq or SpecpRttur1t sq. Thus, (a) gives the claim by using its isomorphy

aspect to handle the nonzerodivisor requirement.

(c) The isomorphy aspect of (a) ensures that the bijections respect the property of being of finite
presentation over the respective ambient schemes because the latter is equivalent to finite
presentation over R. Thus, by faithfully flat descent, it then also respects the further property
of being cut out by a nonzerodivisor at every stalk of the ambient space. �

Corollary 3.1.4. For a Henselian local ring pR,mq, pullback maps induce isomorphisms

PicpRrt´1sq
„
ÝÑ PicppRrts1`tRrtsqr

1
t sq

„
ÝÑ PicpRttur1t sq

„
ÝÑ PicpRpptqqq.

We will globalize Corollary 3.1.4 in (3.1.11.1) below.

11For the sake of concreteness, we recall from Theorem 2.1.24 that the t-localized Zariskization pRrts1`tRrtsqr 1t s of
Rrts along tt “ 0u is also isomorphic to the localization of Rrts with respect to the monic polynomials.
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Proof. The last map is an isomorphism by Corollary 2.1.22, so we focus on the other two. Moreover,
by limit arguments, we may assume that R is Noetherian. By Lemma 2.2.11, any line bundle
on Rrt´1s that trivializes over Rttur1t s extends to a line bundle on P1

R, and so it must be trivial
by, for instance, [Lam06, Chapter IV, Horrocks’ Theorem 2.2]. Thus, the first map and also its
composition with the second one are injective. Since every line bundle on Rttur1t s or pRrts1`tRrtsqr

1
t s

is associated to an effective Cartier divisor that may be chosen to not meet the special fiber (or
any finite set of points, see [SP, Lemma 0AYM]), the remaining surjectivity assertion follows from
Proposition 3.1.3 (c). �

Corollary 3.1.5. For a seminormal, Henselian local ring pR,mq, we have PicpRpptqqq “ 0.

Proof. It suffices to combine Corollary 3.1.4 with the seminormality criterion [Swa80, Theorem 1]. �

Corollary 3.1.5 is a special case of a general formula for H1pRpptqq, T q, which we present in The-
orem 3.1.7. For this, we begin with the following basic description of the units of Rttur1t s that
simultaneously records the basic structure of the affine Grassmannian of a torus.

Lemma 3.1.6. For a reduced ring R and an R-torus T , we have compatible isomorphisms

pX˚pT qqpRq ˆ T pRq
„
ÝÑ T pRrt, t´1sq, pX˚pT qqpRq ˆ T pRttuq

„
ÝÑ T pRttur1t sq,

pX˚pT qqpRq ˆ T pRJtKq
„
ÝÑ T pRpptqqq,

(3.1.6.1)

where on X˚pT q – HompGm, T q the maps are obtained from Z 1 ÞÑ t
ÝÝÝÑ Gm,Rrt, t´1s via HompZ, T q – T .

Proof. Since T is affine and Rrt, t´1s Ă Rttur1t s Ă Rpptqq (see (2.1.2.1)), we have compatible inclusions

T pRrtsq Ă T pRttuq Ă T pRJtKq and T pRrt, t´1sq Ă T pRttur1t sq Ă T pRpptqqq.

Moreover, by (2.2.12.1),

T pRrtsq
„
ÝÑ T pRrt, t´1sq X T pRJtKq and T pRttuq

„
ÝÑ T pRttur1t sq X T pRJtKq in T pRpptqqq.

Thus, since T pRq „
ÝÑ T pRrtsq (as may be checked étale locally on R), we reduce to the case of Rpptqq.

For an étale cover RÑ R1, we see coefficientwise that both

RJtKÑ R1JtK Ñ pR1 bR R
1qJtK and Rpptqq Ñ R1pptqq Ñ pR1 bR R

1qpptqq

are equalizer diagrams. Consequently, again since T is affine, both functors R ÞÑ T pRJtKq and
R ÞÑ T pRpptqqq are étale sheaves in R. Thus, we may work étale locally on R and assume that T “ Gm.

For an f P Rpptqqˆ, the function ordf : SpecpRq Ñ Z that maps a prime p Ă R to the t-adic valuation
of the image of f in kppqpptqq is upper semicontinuous: each p has an open neighborhood in SpecpRq

on which ordf is ď ordf ppq (concretely, a neighborhood on which the coefficient of tordf ppq is a
unit). Moreover, ordf ` ordf´1 is identically zero. Thus, ordf is in fact locally constant, so there
is a unique R-point n of X˚pGmq – Z such that ordtnf is identically zero. Consequently, at every
residue field of R the coefficient of tm of tnf vanishes for m ă 0 (respectively, is a unit for m “ 0).
Thus, this coefficient lies in the nilradical and hence vanishes (respectively, is a unit) in R, so that
tnf P RJtKˆ. �

Theorem 3.1.7. For a ring R and an R-torus T , we have the identification

H1pRrt´1s, T q ‘H1pR,X˚pT qq
„
ÝÑ H1pRttur1t s, T q

2.1.22
– H1pRpptqq, T q, (3.1.7.1)
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where the map on H1pR,X˚pT qq is obtained from Z 1 ÞÑ t
ÝÝÝÑ Gm,Rrt, t´1s as in Lemma 3.1.6; thus,

H1pR, T q ãÑ H1pRpptqq, T q

and, for reduced R,

pX˚pT qqpRq „

3.1.6 // H1
tt“0upRttu, T q – H1

tt“0upRrts, T q functorially in R and T . (3.1.7.2)

Proof. We focus on (3.1.7.1)—the rest will follow: for H1pR, T q ãÑ H1pRpptqq, T q, one decomposes

H1pRrt´1s, T q – H1pR, T q ‘Ker

ˆ

H1pRrt´1s, T q
t´1 ÞÑ 0
ÝÝÝÝÑ H1pR, T q

˙

,

and for (3.1.7.2), one first deduces thatH1pRttu, T q ãÑ H1pRttur1t s, T q (see Theorem 2.1.6), and then
combines the cohomology with supports sequence with Lemma 3.1.6 and excision [Mil80, Chapter III,
Proposition 1.27].

For (3.1.7.1) itself, by limit arguments based on [SGA 4II, exposé VII, corollaire 5.9], we may assume
that R is Noetherian. The topological invariance of the étale site and the insensitivity of torsors
under smooth groups to the nilradical [SGA 3III new, exposé XXIV, lemme 8.1.8] then allow us to
replace R by Rred. We consider the functor F defined on the category of étale R-algebras by

F : R1 ÞÑ tpX, ι : X|tt´1“0u
„
ÝÑ TR1qu{ „,

where X is a TR1rt´1s-torsor and ι is a trivialization of its pullback to R1 along t´1 ÞÑ 0. Since R1

is reduced, we see étale locally on R1 that T pR1q „
ÝÑ T pR1rt´1sq, to the effect that the pairs pX, ιq

have no nonidentity automorphisms. Thus, by descent, F is an étale sheaf on R with global sections

F pRq – Ker

ˆ

H1pRrt´1s, T q
t´1 ÞÑ 0
ÝÝÝÝÑ H1pR, T q

˙

.

By Corollary 3.1.4 and limit arguments, for any TRttur 1
t
s-torsor X there is an étale cover R Ñ R1

such that the isomorphism class of XR1ttur 1
t
s lifts to a unique x P F pR1q. The unique lift continues to

exist over any refinement of the cover, so, since X begins life over Rttur1t s and F is an étale sheaf,
the local lifts glue to a unique global

x P F pRq Ă H1pRrt´1s, T q.

By adjusting X by the pullback of the TRrt´1s-torsor determined by x, we reduce to the case when
x “ 0. Such X are precisely the TRttur 1

t
s-torsors that trivialize over pRsh

p qttur
1
t s for every prime

p Ă R. By viewing p as a prime of Rttu that contains t, we have

pRsh
p qttu

„
ÝÑ Rttushp , compatibly with t on both sides (3.1.7.3)

(both sides are initial among the strictly Henselian local Rp-algebras pA,mq equipped with a local
map Rp Ñ A and a t P m). Thus, the X as above are precisely the TRttur 1

t
s-torsors that trivialize

over the pullback of some étale cover of Rttu, in other words, by the characterization of torsors under
pushforward groups [Gir71, chapitre V, proposition 3.1.3], they are precisely the pj˚pTRttur 1

t
sqq-torsors

where
j : SpecpRttur1t sq ãÑ SpecpRttuq.

We have reduced to showing that

H1pR, T q ‘H1pR,X˚pT qq
„
ÝÑ H1pRttu, j˚pTRttur 1

t
sqq inside H1pRttur1t s, T q. (3.1.7.4)
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For this, we first exhibit the following short exact sequence on Rttuét:

0 Ñ TRttu Ñ j˚pTRttur 1
t
sq Ñ i˚pX˚pT qq Ñ 0, (3.1.7.5)

where i : SpecpRq ãÑ SpecpRttuq is the closed immersion complementary to j. To explain the third
map, we first note that, by the insensitivity of the étale site to nonreduced structure, the t-adic
completion of any étale Rttu-algebra A is canonically and functorially isomorphic to pA{ptqqJtK.
Thus, the third map is well-defined by letting it on A-points be the composition

T pAr1t sq Ñ T ppA{ptqqpptqqq
(3.1.6.1)
ÝÝÝÝÝÑ pX˚pT qqpA{ptqq.

This makes (3.1.7.5) short exact because, by Theorem 2.2.17 (with Claim 2.2.16.3), an element of
pX˚pT qqpA{ptqq is in the image of T pAr1t sq after pullback along an étale AÑ A1 with A{ptq „

ÝÑ A1{ptq.

We claim that (3.1.7.5) induces split short exact sequences on H0 and H1. For H0, this is part of
Lemma 3.1.6. For H1, the composition of the evaluation at t map X˚pT qRttu Ñ j˚pTRttur 1

t
sq used

there with the third map of (3.1.7.5) is, by construction, the adjunction map X˚pT qRttu Ñ i˚pX˚pT qq,
and it then suffices to argue that the latter induces an isomorphism

H1pRttu, X˚pT qq
„
ÝÑ H1pR,X˚pT qq.

Indeed, this last map is surjective because it has a section, and it is injective by Theorem 2.1.6 (a).
Finally, to deduce that the split exact sequence on H1 gives (3.1.7.4), we use Theorem 2.1.6 again. �

Remark 3.1.8. We recall from [CTS87, Lemma 2.4] (with a limit argument that eliminates the
Noetherianity hypothesis) that if R is a normal integral domain, then

H1pR, T q
„
ÝÑ H1pRrt´1s, T q,

so that

H1pR, T q ‘H1pR,X˚pT qq
(3.1.7.1)
– H1pRpptqq, T q.

In the following consequence of Theorem 3.1.7 the ring R could, for instance, be a normal domain.

Corollary 3.1.9. For a geometrically unibranch ring R whose spectrum is irreducible,

PicpRrt´1sq
„
ÝÑ PicpRpptqqq (respectively, PicpRq

„
ÝÑ PicpRpptqqq if R is also seminormalq.

In particular, for a local normal domain R, we have PicpRpptqqq – 0.

Proof. Theorem 3.1.7 (respectively, and the characterization of seminormality given in [Swa80,
Theorem 1]) reduces us to showing that H1

étpR,Zq “ 0. However, by the characterization of
components of étale schemes over normal bases [EGA IV4, proposition 18.10.7], the sheaf Z on Rét

is the pushforward of Z from the generic point of SpecpRq. Thus, letting K denote the residue field
at this generic point, we get that

H1
étpR,Zq Ă H1

étpK,Zq – HomcontpGalpK{Kq,Zq “ 0. �

We conclude the section by generalizing the formula of Weibel [Wei91] for PicpRrt, t´1sq recalled in
(3.1.1) to a formula for H1pRrt, t´1s, T q valid for any R-torus T .

Theorem 3.1.10. For a ring R and an R-torus T , we have

H1pR, T q ‘H1pRrts, T q0 ‘H
1pRrt´1s, T q0 ‘H

1pR,X˚pT qq
„
ÝÑ H1pRrt, t´1s, T q, (3.1.10.1)

where p´q0 denotes the kernel of the evaluation t ÞÑ 0 (respectively, t´1 ÞÑ 0) and the map on
H1pR,X˚pT qq is obtained from Z 1 ÞÑ t

ÝÝÝÑ Gm,Rrt, t´1s analogously to the map in Lemma 3.1.6.
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Proof. Theorems 2.1.6 and 3.1.7 with cohomology sequences supply a commutative diagram

0 // H1pRrts, T q //

t ÞÑ 0����

H1pRrt, t´1s, T q

��

// // H1pRrt, t´1s, T q{H1pRrts, T q �
�

//

��

H2
tt“0upRrts, T q

„
��

0 // H1pR, T q // H1pRttur1t s, T q
// // H1pRrt´1s, T q0 ‘H

1pR,X˚pT qq
� � // H2

tt“0upRttu, T q,

where we used excision [Mil80, Chapter III, Proposition 1.27] for the last vertical arrow. Consequently,
the third vertical arrow is injective and, since the splitting

H1pRrt´1s, T q0 ‘H
1pR,X˚pT qq Ñ H1pRttur1t s, T q

supplied by Theorem 3.1.7 naturally factors through H1pRrt, t´1s, T q, it is also surjective. The
factorization then ensures that the top short exact sequence splits, and the desired (3.1.10.1)
follows. �

With the argument of Theorem 3.1.10, we now also describe T -torsors over Rptq 2.1.24
» pRrts1`tRrtsqr

1
t s.

Variant 3.1.11. For a ring R and an R-torus T ,

H1pRrts1`tRrts, T q ‘H
1pRrt´1s, T q0 ‘H

1pR,X˚pT qq
„
ÝÑ H1ppRrts1`tRrtsqr

1
t s, T q;

in particular,

PicpRrt´1sq ‘H1pR,Zq „
ÝÑ PicppRrts1`tRrtsqr

1
t sq – PicpRttur1t sq – PicpRpptqqq. (3.1.11.1)

Proof. Example 2.1.21 ensures that PicpRq
„
ÝÑ PicpRrts1`tRrtsq, so the second assertion follows from

the first and Theorem 3.1.7. For the first assertion, the argument is as for Theorem 3.1.10. �

3.2. Torsors under tame isotrivial tori over Rpptqq

We wish to extend the vanishing that we saw in Corollary 3.1.5 to tori over Rpptqq that need not
come from R, see Theorem 3.2.4 below for a precise statement. This will be of central importance
for the product formula for the Hitchin fibration in the proof of Theorem 4.3.8. The arguments in
this section build on the ones explained by Gabber in a conversation with the first named author.

Lemma 3.2.1. For a strictly Henselian local ring pR,mq, the finite étale Galois covers

Rpptqq Ñ Rppt1{dqq with d invertible in R

are cofinal among the tamely ramified relative to R finite étale Rpptqq-algebras;12 in particular, the
R-tame étale fundamental group of Rpptqq is

ś

`‰charpR{mq Z`p1q and, via base change, the category of
tamely ramified relative to R finite étale Rpptqq-algebras is equivalent to its counterpart for R{m.

Proof. Corollary 2.1.19 ensures that SpecpRpptqqq is connected, so the degrees of its finite étale
covers are constant. Moreover, Rpptqq Ñ Rppt1{dqq is indeed finite étale Galois with group µd. By
Corollary 2.1.20, we may replace Rpptqq and Rppt1{dqq by Rttur1t s and Rtt1{dur1t s. By the relative
Abhyankar’s lemma [SGA 1new, exposé XIII, proposition 5.5], for any tamely ramified relative to R
finite étale cover, its base change to Rtt1{dur1t s extends to a finite étale cover of Rtt1{du for some
d invertible in R. However, Rtt1{du is strictly Henselian local, so its étale covers split. All the
assertions follow. �

12We say that a finite étale Rpptqq-algebra S is tamely ramified relative to R if for every residue field k of R, the
étale algebra S bRpptqq kpptqq is tamely ramified over the discretely valued field kpptqq, compare with the definition of
tameness given in [SGA 1new, exposé XIII, définition 2.1.1].
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Lemma 3.2.1 leads to the following result on cohomology.

Proposition 3.2.2. For a strictly Henselian local ring R with residue field k and a finite, étale
Rpptqq-group scheme G of order invertible in R such that G becomes constant over a finite étale cover
of Rpptqq that is tamely ramified relative to R, we have

H0pRpptqq, Gq
„
ÝÑ H0pkpptqq, Gq and H1pRpptqq, Gq

„
ÝÑ H1pkpptqq, Gq;

if G is commutative, then, in addition,

RΓpRpptqq, Gq
„
ÝÑ RΓpkpptqq, Gq and H ipRpptqq, Gq – 0 for i ě 2.

Proof. Since G is tamely ramified relative to R, the statement about H0 follows from the equivalence
of categories of Lemma 3.2.1. For H1, we first note that if G is constant, then G-torsors amount to
G-conjugacy classes of homomorphisms πét

1 pRpptqqq Ñ GpRpptqqq, and likewise over kpptqq. Due to the
assumption on the order of G, every such homomorphism factors through the maximal tame relative
to R quotient of πét

1 pRpptqqq, and likewise over kpptqq, so Lemma 3.2.1 gives the statement about H1

for constant G. For general tamely ramified G, this argument shows that every G-torsor splits over
some tame relative to R cover Rpptqq Ñ Rppt1{dqq that may be chosen so that G is constant over it, and
likewise over kpptqq. Thus, Lemma 3.2.1 also gives the general case of the statement about H1: now
G-torsors amount to twisted conjugacy classes of twisted homomorphisms πét

1 pRpptqqq Ñ GpRppt1{dqqq,
and likewise over kpptqq, compare with [Ser02, Chapter I, Sections 5.1–5.2] or [Gir71, chapitre III,
section 3.7].

For the rest of the proof, we assume that G is commutative. Since k is separably closed, the étale
cohomological dimension of the field kpptqq is ď 1, so the vanishing assertion follows from the assertion
about RΓ. For the latter, as we saw, by Lemma 3.2.1, our group G becomes constant over the finite
étale cover Rpptqq Ñ Rppt1{dqq for some d that is invertible in R. Thus, we may find a resolution

0 Ñ GÑ G1 Ñ G2 Ñ . . .

of G in which each Gi is a finite étale group obtained from some constant group over Rppt1{dqq by
restriction of scalars. The cohomology spectral sequence associated to this resolution allows us to
replace G by Gi, so we only need to show that

HjpRppt1{dqq,Z{nZq „
ÝÑ Hjpkppt1{dqq,Z{nZq for all j P Z and n invertible in R.

The case j ď 1 follows from the previous paragraph. For j ě 2, both sides vanish by the relative
cohomological purity [SGA 4III, exposé XVI, théorème 3.7] (with Corollary 2.1.20 to replace pp´qq by
t´ur1t s). �

Example 3.2.3. Let R be a strictly Henselian local ring, let n P Zą0 be invertible in R, and consider
G :“ Z{nZ » µn. Proposition 3.2.2 implies that H1pRpptqq, µnq is cyclic of order n, with a generator
given by the image of t under the connecting Kummer map Rpptqqˆ{Rpptqqˆn ãÑ H1pRpptqq, µnq. It
follows that for such R the Picard group PicpRpptqqq has no torsion of order invertible in R.

Theorem 3.2.4. For a seminormal, strictly Henselian, local ring R and a Rpptqq-torus T that splits
over Rppt1{dqq for some d P Zą0 that is invertible in R (for instance, a T that splits over some
W -torsor over Rpptqq for a finite group W whose order is invertible on R), we have

H1pRpptqq, T q “ 0.

Proof. Lemma 3.2.1 implies the parenthetical example. Moreover, by Corollary 3.1.5, we have

H1pRppt1{dqq, T q – 0.
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Thus, by using the trace map constructed in [SGA 4III, exposé XVII, section 6.3.13 up to propo-
sition 6.3.15, especially, proposition 6.3.15 (iv)], we conclude that H1pRpptqq, T q is killed by d, so
that

H1pRpptqq, T q ãÑ H2pRpptqq, T rdsq.

Since µd » Z{dZ over R, Proposition 3.2.2 implies that the target of this injection vanishes. �

4. Reductive group schemes and the Hitchin fibration

We turn to the geometry and arithmetic of reductive group schemes. In §4.1, we present a new proof
of the Chevalley isomorphism valid over arbitrary bases. In §4.2, we record several improvements
that concern the geometry of the Chevalley morphism. Both §4.1 and §4.2 simultaneously build up
the setup for the product formula for the Hitchin fibration, which we finally take up in §4.3.

4.1. The Chevalley isomorphism for root-smooth reductive group schemes

The goal of this section is to show in Theorem 4.1.10 that for a reductive group G over a scheme S
equipped with a maximal S-torus T Ă G and its Lie algebra t Ă g, the map

t{W Ñ g�G

is an isomorphism whenever G is root-smooth in the sense of §4.1.1 below (for instance, whenever
either 2 is invertible on S or RpGq has no contributions of type Cn). The statement seems new
already when S is an algebraically closed field of small positive characteristic with G nonsemisimple,
and it includes results of Springer–Steinberg [SS70, Chapter II, Section 3.171] and Chaput–Romagny
[CR10, Theorem 1.1] as special cases.13 The proof seems new already over C and uses the Grothendieck
alteration rg � g reviewed in §4.1.7. The idea is to extend the W -torsor structure on the regular
semisimple locus rgrs to a W -action on the locus rgfin over which the alteration is finite (that is,
the regular locus rgreg, although we do not use the identification rgfin “ rgreg that we later review
in Proposition 4.2.3). To control the W -invariants of the extended action, we use a reduction to
finite fields trick (see the proof of Proposition 4.1.9), and then conclude by using the fact the image
gfin Ă g of rgfin is large enough to cover all the points of g that are S-fiberwise of height ď 1.

4.1.1. Root-smoothness. A reductive group G over a scheme S is root-smooth if for every geometric
point s of S and every maximal s-torus T Ă Gs, each root T Ñ Gm, s is a smooth morphism. For
each s P S, it suffices to verify this for a single s over s and a single T Ă Gs: the condition only
depends on the s-isomorphism class of pGs, T q, and Gpkpsqq-conjugation acts transitively on the
possible T . Thus, by the fibral criterion [EGA IV3, corollaire 11.3.11], a G with a maximal S-torus
T Ă G is root-smooth if and only if each root T Ñ Gm is smooth over the étale cover over which
it is defined. The smoothness of T Ñ Gm amounts to the surjectivity of LiepT q Ñ LiepGmq, so
root-smoothness is an open condition: if Gs is root-smooth for an s P S, then so is GU for some
open neighborhood U Ă S of s; in particular, there is the unique largest open of S over which G is
root-smooth.

Root-smoothness amounts to a concrete combinatorial condition: indeed, a T Ñ Gm, s is smooth
if and only if it not divisible by charpkpsqq in X˚pT q. For instance, by [Jan04, Section 13.3], the
reductive group G is root-smooth whenever

‚ 2 is invertible on S; or

‚ Gder is adjoint (for instance, whenever G is adjoint semisimple); or

13Chaput–Romagny point out in [CR10, footnote on page 692] that the Springer–Steinberg proof has an unclear
point, which seems to be inherited by several other references that claim this argument in root-smooth settings over a
field.
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‚ the root data of the geometric S-fibers of G have no contributions of type Cn with n ě 1;

so certainly whenever the order of the Weyl group of G is invertible on S (of course, it even suffices
that each S-fiber of G satisfy one of the above conditions). A basic example of a G that is not
root-smooth is SL2 in characteristic 2 (note that C1 “ A1).

Root-smooth groups admit a Lie-theoretic characterization of maximal tori. We record this in
Proposition 4.1.3 because it generalizes [SGA 3II, exposé XIV, théorème 3.18] that exhibited such
a description for adjoint semisimple G (see also [SGA 3II, exposé XIV, corollaire 3.19] where
root-smoothness is already visible).

4.1.2. Subgroups of type (C). For a reductive group G over a scheme S, we recall from [SGA 3II,
exposé XIII, proposition 4.4 and what follows; exposé XIV, définition 2.4] that a Lie S-subalgebra
c Ă LiepGq is Cartan if c is Zariski locally on S a module direct summand of LiepGq and, for every
geometric point s of S, the Lie subalgebra cs Ă LiepGqs is nilpotent and equal to its own normalizer.
Every Cartan c arises from an S-subgroup: in fact, by [SGA 3II, exposé XIV, théorème 3.9], the
functor H ÞÑ LiepHq induces a bijection between the closed, smooth, fiberwise connected subgroups
H Ă G such that LiepHq Ă LiepGq is a Cartan subalgebra (such H are the subgroups of type (C))
and the Cartan subalgebras of LiepGq. By [SGA 3II, exposé XIV, corollaire 3.5, théorème 3.9], any
two subgroups of G of type (C) (respectively, any two Cartan subalgebras of LiepGq) are G-conjugate
étale locally on S. If S “ Specpkq for a field k, then, by [SGA 3II, exposé XIV, lemme 1.2], the group
G has a subgroup of type (C), equivalently, then the Lie algebra LiepGq has a Cartan subalgebra.

Proposition 4.1.3. A reductive group G over a scheme S is root-smooth if and only if étale locally
on S it has a subgroup of type (C) that is a maximal torus, in which case the subgroups of type (C)
of base changes of G are precisely the maximal tori; in particular, for a root-smooth G, the Cartan
subalgebras of LiepGq are precisely the Lie algebras of the maximal S-tori of G.

Proof. By [SGA 3II, exposé X, corollaire 4.9], being a torus is a fibral condition on a closed, smooth,
fiberwise connected S-subgroup H Ă G, so we lose no generality by assuming that S is a geometric
point. We then let T Ă G be a maximal torus with its Lie algebra t Ă g. Since t is abelian, by the
criterion [SGA 3II, exposé XIII, proposition 4.4 and what follows], it is a Cartan subalgebra of g
(that is, T is a subgroup of type (C)) if and only if there exists a γ P t for which adpγq|g{t is injective.
However, the root decomposition

g “ t‘
À

α gα,

shows that adpγq|g{t is semisimple with eigenvalues dαpγq, so the injectivity of adpγq|g{t amounts to
the nonvanishing of each dαpγq. Thus, G is root-smooth if and only if T is a subgroup of type (C).
To show that in this case every subgroup H Ă G of type (C) is a maximal torus, we first recall from
[SGA 3II, exposé XIV, théorème 1.1, corollaire 5.6 (with exposé XII, section 1.0)] that any such
H contains a maximal torus T of G. By [SGA 3II, exposé XIII, proposition 4.4 and what follows],
Cartan subalgebras are maximal nilpotent Lie subalgebras of g, so the inclusion LiepT q Ă LiepHq is
an equality. It then follows from §4.1.2 that T “ H. �

Remark 4.1.4. In general, Cartan subalgebras differ from Lie algebras of maximal tori. For instance,
we recall from [SGA 3II, exposé XIII, remarques 6.6 c)] that the Lie algebra of G :“ pSL2qF2

is
nilpotent, to the effect LiepGq is its own unique Cartan subalgebra (and pSL2qF2

is its own unique
subgroup of type (C)).

Root-smooth groups possess a well-behaved regular semisimple locus grs Ă g that will be used below.

4.1.5. The regular semisimple locus grs Ă g. For a reductive group G over a scheme S and
a variable S-scheme S1, we recall from [SGA 3II, exposé XIII, proposition 4.2 and what follows;
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exposé XIV, définition 2.5] that a section γ P gpS1q is regular semisimple (called simply ‘regular’ in
loc. cit.) if it lies in some Cartan subalgebra c Ă gS1 (see §4.1.2) and for every geometric point s of
S1 we have

cs “
Ť

ně0 Kerpadpγsq
nq.

By [SGA 3II, exposé XIV, proposition 2.6], for a regular semisimple γ we have

c “
Ť

ně0 Kerpadpγqnq,

so the Cartan c is uniquely determined. Conversely, if S is a geometric point and γ P gpSq lies in at
least one and at most finitely many Cartans c Ă g, then, by [SGA 3II, exposé XIII, théorème 6.1], it
is regular semisimple, and so lies in a unique c. This immediately reveals pathologies: for instance,
by Remark 4.1.4, the entire Lie algebra of pSL2qF2

is regular semisimple. To avoid them, we will
only discuss regular semisimple sections for root-smooth reductive G.

For example, if G is reductive and root-smooth, then, by Proposition 4.1.3 and the characterization
of being regular semisimple in terms of the injectivity of the adjoint action modulo a Cartan
[SGA 3II, exposé XIII, proposition 4.6], a γ P gpSq is regular semisimple if and only if it lies in the
Lie algebra t Ă g of a maximal S-torus T Ă G and pdαqpγsq ‰ 0 for every geometric point s of S
and every root α : Ts Ñ Gm. In particular, in the root-smooth case a regular semisimple section is
semisimple (and is also regular as we will see in Lemma 4.1.6 and §4.2.1, which will also show the
converse: sections that are both regular and semisimple are regular semisimple).

When G is reductive and root-smooth, [SGA 3II, exposé XIV, proposition 2.9, corollaire 2.10] (with
Proposition 4.1.3) gives an S-fiberwise dense, stable under the adjoint action of G and under the
scaling action of Gm open

grs Ă g that represents the subfunctor of regular semisimple sections.

For later use, we review the description of centralizers of semisimple and regular semisimple sections.
For a description of this sort over an arbitrary base, see Lemma 4.2.7 below.

Lemma 4.1.6. Let G be a reductive group over an algebraically closed field k, let T Ă G be a
maximal k-torus with Lie algebra t Ă g and Weyl group W :“ NGpT q{T , and fix a γ P tpkq. The
group CGpγq0 is reductive with the root system formed by those T -roots of G that vanish on γ,

pCGpγq
0qpkq is generated by T pkq and the T -root groups Uαpkq with dαpγq “ 0,

pCGpγqqpkq is generated by pCGpγq
0qpkq and the elements of W centralizing γ, and

γ P LiepCentpCGpγq
0qq. In particular, if G is root-smooth and γ P grspkq X tpkq, then

CGpγq
0 “ T.

Proof. Since γ is semisimple, CGpγq is k-smooth by [Bor91, Chapter III, Section 9.1, Proposition].
Thus, [Ste75, Lemma 3.7] gives the claims about CGpγq0 and the descriptions of pCGpγq0qpkq and
pCGpγqqpkq. Root decompositions of LiepCGpγq

0q show that γ lies in the Lie algebra of every maximal
torus of CGpγq0, so

γ P LiepCentpCGpγq
0qq

by [SGA 3II, exposé XII, proposition 4.10 and what follows]. The last claim follows from the rest
and §4.1.5. �

We turn to reviewing our main tool for studying the morphism t{W Ñ g�G in Theorem 4.1.10.
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4.1.7. The Grothendieck alteration. Let G be a reductive group over a scheme S, let g be its
Lie algebra, let B be the smooth, projective S-scheme that parametrizes Borel subgroups of G
and that was constructed in [SGA 3III new, exposé XXII, corollaire 5.8.3], and consider the closed
G-stable S-subscheme of B ˆS g defined as a subfunctor by

rg :“ tpB, γq P B ˆS g | γ P LiepBq Ă gu Ă B ˆS g,

in other words, rg is the Lie algebra of the universal Borel subgroup of G. The formation of rg commutes
with base change and the projecting to g gives a projective morphism, the Grothendieck alteration

rg � g,

which is G-equivariant and surjective as indicated: indeed, if S is a geometric point, then [SGA 3II,
exposé XIV, théorème 4.11] ensures that g is the union of the Lie algebras of Borel subgroups of G.
The projection

rg � B

is also G-equivariant and Zariski locally on B isomorphic to a relative affine space (namely, to the
total space of the Lie algebra of the universal Borel subgroup of G). Thus, rg is S-smooth and its
geometric S-fibers are integral, of the same dimension as those of G. In particular, by the dimension
formula [EGA IV2, corollaire 5.6.6], the open gfin Ă g over which the Grothendieck alteration is finite
is S-fiberwise dense in g (Proposition 4.2.3 reviews a group-theoretic description of gfin). In fact,14

gfin contains all the points of g that are of height ď 1 in their S-fiber, (4.1.7.1)

indeed, for all s P S, the preimage of gszgfin
s is a proper closed subscheme of rgs, so the dimension

bound [EGA IV3, équation 10.6.1.2] gives dimpgsq ´ 1 ě dimpgszg
fin
s q ` 1. Due to the S-smoothness

of its source and target, the fibral criterion [EGA IV3, corollaire 11.3.11], and miracle flatness
[EGA IV2, proposition 6.1.5],

the base change rgfin � gfin of rg � g is finite locally free. (4.1.7.2)

By transport of structure, the open gfin is G-stable.

For any Borel S-subgroup B Ă G, the quotient B � T by the unipotent radical defined in
[SGA 3III new, exposé XXII, proposition 5.6.9] with its Lie algebra map pr: b � t gives a morphism

rg � t defined by pB1, γq ÞÑ prpAdpgqγq (4.1.7.3)

where g is an étale local section of G such that gB1g´1 “ B: the map is well defined because
T is abelian and the self-normalizing property of Borel subgroups [SGA 3III new, exposé XXII,
corollaire 5.8.5] ensures that g is unique up to left multiplication by a section of B. Moreover, if
B has an S-Levi T Ă B, then, since the maps t Ñ g�G and b Ñ g�G induced by inclusion are
compatible with pr: b � t (as is seen from [AFV18, Step 2 of the proof of Lemma 13]), we have a
commutative diagram

rg
(4.1.7.3)

// //

����

t

��

g // g�G t{W.oo

(4.1.7.4)

We are ready to describe a W -action on the preimage rgrs of grs and then to extend it to rgfin.

14If G is root-smooth, then this claim is a special case of a much more general property of the Grothendieck
alteration, namely, of its smallness [Jan04, Section 12.17; Section 13.2, Lemma].
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Proposition 4.1.8. Let G be a root-smooth reductive group over a scheme S, let T Ă G be a
maximal S-torus with Lie algebra t Ă g, set trs :“ tX grs, let W :“ NGpT q{T be the Weyl group, and
let T Ă B Ă G be a Borel S-subgroup. The restriction

rgrs � grs

of the Grothendieck alteration has the structure of a W -torsor that is compatible with the G-actions
on rgrs and grs and is supplied by the W -action on G{T ˆS t over g given by

w ¨ pgT, γq ÞÑ pgw´1T, Adpwqγq

and by the commutative diagram

G{T ˆS trs

pgT, γq ÞÑAdpgqγ
'' ''

„

pgT, γq ÞÑ pgBg´1,Adpgqγq
//
rgrs

yyyy

grs.

(4.1.8.1)

In terms of this diagram the map rgrs (4.1.7.3)
ÝÝÝÝÝÑ t corresponds to the projection onto trs, and so is

W -equivariant. In particular, for root-smooth G, we have

grs Ă gfin.

Proof. We may focus on the claim about (4.1.8.1) because it implies the other assertions. AW -action
makes rgrs a W -torsor over grs if and only if the maps

Wgrs ˆgrs rgrs pw, xq ÞÑ pwx, xq
ÝÝÝÝÝÝÝÝÝÝÑ rgrs ˆgrs rgrs

and rgrs{W Ñ grs are isomorphisms. Thus, thanks to the fibral criterion [EGA IV4, corollaire 17.9.5],
we may pass to S-fibers and assume that S is a geometric point. Moreover,

G{T ˆS t „

pgT, γq ÞÑ pgT,Adpgqγq
//
rgT :“ tpgT, γq | γ P Adpgqptqu Ă G{T ˆS g,

and in terms of the target of this isomorphism the map to rg Ă B ˆS g – G{B ˆS g becomes
pgT, γq ÞÑ pgB, γq. Thus, [Jan04, Section 13.4, Lemma] shows that the top horizontal arrow in
(4.1.8.1) is an isomorphism and the vertical ones are finite étale. It then remains to show that W
acts simply transitively on the S-fibers of rgrs � grs. In terms of rgT , the W -action is

pw, pgT, γqq ÞÑ pgw´1T, γq,

and hence commutes with the evident G-action, for which the projection rgT Ñ g is G-equivariant.
By §4.1.5, the GpSq-translates of trspSq exhaust grspSq, so we only need to consider the S-fibers
above trs Ă grs. For the latter, we fix a γ P trspSq and apply the last assertion of Lemma 4.1.6 to get
CGpγq

0 “ gTg´1 for every S-point pgT, γq of rgT above γ. This means that that the S-fiber above γ
is precisely tpwT, γq |w PW pSqu, and the desired simple transitivity follows. �

Proposition 4.1.9. Let S, G, T Ă B Ă G, t Ă g, and W be as in Proposition 4.1.8. The W -action
on rgrs over grs constructed there extends uniquely to a W -action on rgfin over gfin that commutes with
the G-actions on rgfin and gfin, this extension satisfies

rgfin{W
„
ÝÑ gfin, and the map rgfin (4.1.7.3)

ÝÝÝÝÝÑ t is W -equivariant.
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Proof. We may work étale locally on S, so we lose no generality by assuming that G is split.
Moreover, since rg is S-smooth with integral geometric fibers (see §4.1.7) and rgrs Ă rg is S-fiberwise
dense (see §4.1.5), the uniqueness aspect follows from the relative characterization of support
[EGA IV4, proposition 19.9.8]. Similarly, the compatibility with theG-actions and theW -equivariance
of rgfin Ñ t will follow from Proposition 4.1.8. For the existence and the identification rgfin{W , granted
that we show that the formation of the coarse space rgfin{W commutes with any base change, we
reduce to S being open in SpecpZq (passage to an open ensures root-smoothness, see §4.1.1).

In the case when S is a localization of SpecpZq, the scheme rgfin (and also rg) is normal, so, by
(4.1.7.2), it is the normalization of gfin in rgrs. The W -action then extends by the functoriality of
normalization. By the normality of rings of invariants [AM69, Proposition 7.8], the coarse quotient
rgfin{W inherits normality and finiteness over gfin from rgfin. In addition, by Proposition 4.1.8, the
map rgfin{W Ñ gfin is an isomorphism over grs. Since the latter is dense in gfin (see §4.1.5), it follows
that this map is the normalization morphism for gfin in its function field, so, by normality, it must
be an isomorphism. The same argument works if the base is a finite field instead of a localization of
Z, so the formation of rgfin{W commutes with base change to every finite field. It then follows from
the Z-fibral criterion [Čes17, Lemma 3.3.1] that its formation commutes with any base change, as
promised. �

We turn to the Chevalley isomorphism for root-smooth groups. Even though root-smoothness is a
very mild condition, it is not always necessary: for instance, by [CR10, Theorem 1.2], for G “ Sp2n

(type Cn) the Chevalley map is an isomorphism if and only if S has no nonzero 2-torsion, but such
G is root-smooth if and only if 2 is invertible on S.

Theorem 4.1.10. For a reductive group G over a scheme S, the adjoint action of G on its Lie
algebra g, and a maximal S-torus T Ă G with Lie algebra t Ă g and Weyl group W :“ NGpT q{T ,

t{W Ñ g�G is a schematically dominant map that is an isomorphism if G is root-smooth.

Proof. The schematic dominance was settled in [AFV18, Remark 14] (and in [CR10, Theorem 3.6]
in a special case), so we assume that G is root-smooth and seek to show the isomorphism. The
formation of t{W Ñ g�G commutes with flat base change (see §1.5), so we work étale locally on
S to assume that S “ SpecpAq is affine and G is split with respect to T , equipped with a Borel
T Ă B Ă G. Our task is to show that the injection ArgsG ãÑ ArtsW is surjective. The idea is to
consider the diagram

G{T ˆS trs

����

� � //
rgfin

����

(4.1.7.3)
// t

grs � � // gfin

supplied by Propositions 4.1.8 and 4.1.9. The square is Cartesian and the top horizontal maps
compose to a projection and are W -equivariant. Pullback of an α P ArtsW along this projection is a
G-invariant and W -invariant global section f of G{T ˆS trs. Since the left vertical map is a W -torsor,
the W -invariance means that f comes from a G-invariant global section of grs whose restriction
to trs, by construction, agrees with the restriction of α. Thus, by the relative characterization of
support [EGA IV4, proposition 19.9.8], all that remains is to extend f to a global section of g, which
will then necessarily be unique and G-invariant. In fact, since the open

gfin Ă g

contains all the points of g that have height ď 1 in their S-fiber (see (4.1.7.1)), loc. cit. even ensures
that it suffices to extend f to a global section of gfin. For this, the pullback of α along the second
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top horizontal map extends f to a W -invariant global section of rgfin, which, by Proposition 4.1.9,
descends to a desired extension of f to gfin. �

Remark 4.1.11. As we already mentioned, in general the map t{W Ñ g�G is not an isomorphism:
for instance, by [CR10, Section 6.1], for G “ pSL2qF2 equipped with its diagonal torus,

pF2rgsq
G ãÑ pF2rtsq

W may be identified with the inclusion F2rx
2s ãÑ F2rxs.

In contrast, the group version of Theorem 4.1.10 does hold in general: for any reductive G over any
base scheme S and any maximal S-torus T Ă G, by [Lee15, Section 1, Theorem],

T {W
„
ÝÑ G�G, where G acts on itself by conjugation.

The formation of the adjoint quotient g � G need not commute with nonflat base change, see
[CR10, Theorem 1.3] for (root-smooth) counterexamples with G of type Bn or Dn in characteristic
2. Nevertheless, Theorem 4.1.10 relates this base change to its analogue for the a priori simpler
quotient t{W . For instance, it implies that for root-smooth G, if the order of W is invertible on S,
then the formation of g�G commutes with arbitrary base change. In fact, by Proposition 4.1.14
below, a significantly weaker condition based on the following notion of torsion primes suffices for
this.

4.1.12. Torsion primes for a root datum. Fix a reduced root datum

R “ pX,Φ, X_,Φ_q

and consider its associated semisimple, simply-connected root datum

Rsc “ pXsc,Φ, pXscq_,Φ_q,

so that pXscq_ “ ZΦ_ Ă X_. By [SGA 3III new, exposé XXI, corollaires 7.1.6 et 7.4.4, remarque 7.4.6],
the datum Rsc is a product of semisimple, simply-connected root data of one of the well-known
Dynkin types: An with n ě 1, or Bn with n ě 2, or Cn with n ě 3, or Dn with n ě 4, or E6, or E7,
or E8, or F4, or G2. Following [Dem73, proposition 6; proposition 8 and what follows], we say that a
prime p is a torsion prime for R if either

(1) p | # CokerpX Ñ Xscq (for an R associated to a split reductive group G, by [SGA 3III new,
exposé XXII, propositions 4.3.1 et 6.2.7; exposé XXIII, théorème 4.1], this cardinality is the
degree of the isogeny pGderq

sc Ñ Gder); or

(2) p “ 2 and Rsc has a factor of one of the following types: Bn, Dn, E6, E7, E8, F4, G2;

(3) p “ 3 and Rsc has a factor of one of the following types: E6, E7, E8, F4;

(4) p “ 5 and Rsc has a factor of type E8.

By [Dem73, lemme 7], torsion primes for R divide the order of the Weyl group of R. The converse
fails: for instance, a semisimple, simply connected R of type Cn has no torsion primes. Being a
torsion prime for a root datum (as above) is different than being a torsion prime for the associated
root system in the sense sometimes used in the literature (compare with footnote 17 below).

Definition 4.1.13. For a reductive group G over a scheme S, we say that RpGq has no torsion
residue characteristics if charpkpsqq is not a torsion prime for RpGsq for every s P S. Conversely, we
say that a prime p is a torsion residue characteristic for RpGq if there is an s P S with p “ charpkpsqq
such that p is a torsion prime for RpGsq.
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Proposition 4.1.14. For a reductive group G over a scheme S with Lie algebra g, if RpGq has
no torsion residue characteristics, then g�G is of formation compatible with base change and étale
locally on S an affine space of relative dimension rkpGq.

We will refine the compatibility with base change aspect of Proposition 4.1.14 in (4.2.8.1) below.

Proof. We work étale locally to assume that G is split. The claims then follow from [AFV18,
Proposition 10 (with Remark 8)], which provides an isomorphism between g�G and a Kostant
section S Ă g that is an affine space of relative dimension rkpGq and commutes with base change
(see also §4.2.4). �

Remark 4.1.15. The combination of Theorem 4.1.10 and Proposition 4.1.14 implies that for a
root-smooth reductive group G over a scheme S such that RpGq has no torsion residue characteristics
and a maximal S-torus T Ă G with Lie algebra t Ă g and Weyl group W :“ NGpT q{T , the formation
of t{W commutes with arbitrary base change—this reproves [Dem73, corollaire sur la page 296].

Question 4.1.16. For a reductive group G over a scheme S, its Lie algebra g, and an S-scheme S1,
is the map gS1�GS1 Ñ pg�GqS1 always a universal homeomorphism?

For t{W , the positive answer is a general property of coarse moduli spaces, so Theorem 4.1.10 gives a
positive answer whenever G is root-smooth. Proposition 4.1.14 does the same whenever RpGq has no
torsion residue characteristics; in fact, this also follows from the following variant of Theorem 4.1.10.

Corollary 4.1.17. For a reductive group G over a scheme S and a maximal S-torus T Ă G with
Lie algebra t Ă g and W :“ NGpT q{T , if RpGq has no torsion residue characteristics, then the
schematically-dominant morphism t{W Ñ g�G is a universal homeomorphism.

Proof. We use the fpqc local on the base nature of being a universal homeomorphism [SP, Lemma 0CEX]
to work étale locally on S and assume that G is split with respect to T . By Proposition 4.1.14, the
formation of g�G commutes with any base change. For the coarse space t{W , the same holds up to
a universal homeomorphism, so we may assume that S “ SpecpZq. Then, since T is split,

T – HompX˚pT q,Gmq, so LiepT q – pX˚pT qq_, and hence t – SpecpSympX˚pT qqq

(see §1.5). By [Dem73, théorème 3], the assumption on the residue characteristics implies that
the W -invariants of SympX˚pT qq form a polynomial algebra, so t{W is an affine space of relative
dimension rkpGq. Moreover, by [Jan04, Section 7.13, Claim], the map t{W Ñ g�G is bijective on
points valued in every algebraically closed S-field. Consequently, since g�G is also an affine space of
relative dimension rkpGq (see Proposition 4.1.14), the fibral criterion [EGA IV3, corollaire 11.3.11]
and [EGA IV2, proposition 6.1.5] ensure that t{W Ñ g�G is flat. Since this map is also of finite
presentation, it is an open, continuous bijection on topological spaces, and remains so after any base
change, so it is a universal homeomorphism. �

The preceding corollary allows us to describe the basic geometric properties of the map gÑ g�G.

Corollary 4.1.18. Let G be a reductive group over a scheme S such that either G is root-smooth,
or 2 is not a torsion residue characteristic for RpGq, or S is the spectrum of a field. The affine map

gÑ g�G is surjective, with irreducible geometric fibers of dimension dimpGq ´ rkpGq. (4.1.18.1)

These geometric fibers consist (set-theoretically) of finitely many G-orbits with exactly one semisimple
orbit, those above the points in 0 P pg�GqpSq consist precisely of the nilpotent sections of g, and if G
is root-smooth, then the geometric fibers of gÑ g�G that meet grs consist of a single G-orbit.
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Proof. We may work étale locally on S, so we fix a maximal S-torus T Ă G. Moreover, since G
becomes root-smooth after inverting 2 on S, we may weaken the case ‘2 is not a torsion residue
characteristic for RpGq’ to ‘RpGq has no torsion residue characteristics.’ Then, by Theorem 4.1.10
and Corollary 4.1.17, the assumed conditions ensure that up to a universal homeomorphism the
formation of g�G commutes with base change. Thus, (4.1.18.1) and all the subsequent claims
except for the one about grs follow from the geometric point case supplied by [Jan04, Section 7.13].
For the assertion about grs, suppose that G is root-smooth, let s be a geometric S-point, and let
γ P grspsq. By [Bor91, Chapter III, Section 9.2, Theorem], the adjoint orbit of γ is closed in g and,
by Lemma 4.1.6 its dimension is dimpGq ´ rkpGq. Thus, due to (4.1.18.1), this orbit sweeps out the
entire s-fiber of gÑ g�G. �

Remark 4.1.19. If the answer to Question 4.1.16 is positive, then, except for the claim about grs,
Corollary 4.1.18 holds without any assumptions on the reductive group G over a scheme S.

4.2. The geometry of the Chevalley morphism on the regular locus

As we discuss in this section, the Chevalley map g Ñ g�G is particularly well behaved when
restricted to the regular locus greg Ă g (equivalently, to gfin, see Proposition 4.2.3). The main point
is that the results below hold under weaker assumptions than known previously and over an arbitrary
base—roughly, it suffices to assume that the torsion primes for the root datum of G are invertible
on S. Under this assumption, we show that the map greg Ñ g�G is smooth (see Proposition 4.2.6),
construct a canonical descent J to g�G of the centralizer of the universal regular section of g (see
Theorem 4.2.8), and review a Galois-theoretic description of J |grs�G that will be crucial for §4.3
(see Proposition 4.2.13). This generalizes and improves various statements in the literature, notably
from [Ngô10] and [Ric17], builds the setup for studying the Hitchin fibration in §4.3, and leads to a
concrete result about the conjugacy class of the Kostant section that is presented in Theorem 4.2.14.

We begin by recalling the definition of the regular locus greg Ă g and analyzing its nilpotent sections.

4.2.1. The regular locus greg Ă g. For a reductive group G over a scheme S, its Lie algebra g,
and an S-scheme S1, the centralizer CGpγq Ă GS1 of a section γ P gpS1q under the adjoint action of
G on g is a closed S1-subgroup of GS1 whose formation commutes with base change. We have15

dimpCGpγqsq ě rkpGsq for every s P S1,

and we say that γ is regular if the equality holds:

dimpCGpγqsq “ rkpGsq for every s P S1. (4.2.1.1)

The function s ÞÑ rkpGsq is locally constant on S1, so the Chevalley semicontinuity theorem
[EGA IV3, théorème 13.1.3] (applied along the identity section of CGpγq) ensures that the s P S1 at
which (4.2.1.1) holds form an open subscheme of S1 whose formation commutes with base change.
By considering the universal case S1 “ g, we find an open subscheme

greg Ă g that represents the subfunctor of regular sections.

By transfer of structure, the adjoint action of G on g preserves greg, and so does the scaling action
of Gm on g. Lemma 4.1.6 implies that

grs Ă greg for root-smooth G

and gives a converse: if each geometric fiber of greg has semisimple sections, then G is root-smooth.

15For the sake of completeness, we recall the argument. Letting k be the algebraic closure of the residue field at s, we
choose a Borel subgroup B Ă Gk with γ P LiepBq (see §4.1.7), and we let U Ă B be the unipotent radical. Since B{U
is commutative, the B-orbit of γk has a constant image in LiepB{Uq, so the dimension of this orbit is ď dimpUq, and
hence dimpCBpγkqq ě rkpGsq. Consequently, since CBpγkq Ă CGpγqk, we obtain the desired dimpCGpγqsq ě rkpGsq.
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4.2.2. Regular nilpotent elements. The regular locus greg is S-fiberwise dense in g: indeed, if G
has semisimple rank ě 1 and S “ Specpkq is a geometric point, then gregpkq has nilpotent elements,
see [Jan04, Sections 6.3–6.4] (for k of low characteristic, this relies on the type-by-type analysis of
nilpotent G-orbits in g). Moreover, regular nilpotent elements of gpkq form a single Gpkq-conjugacy
class (loc. cit.). We may use [Spr66, proof of Lemma 5.8] to describe such elements explicitly: granted
that we choose a splitting of G, then its pinning teα P gαuαP∆, and then extend to a system of bases
teα P gαuαą0 (for instance, to the positive part of a Chevalley system whose existence is ensured by
[SGA 3III new, exposé XXIII, proposition 6.2]), a nilpotent element of gpkq is regular if and only if it
is Gpkq-conjugate to some

ř

αą0 ξαeα with ξα ‰ 0 for α P ∆.

Thus, by [Spr66, proof of Lemma 5.3], every regular nilpotent element of gpkq lies in the Lie algebra
of a unique Borel subgroup of G. Conversely, a nilpotent element γ P gpkq that is not regular lies in
the Lie algebras of infinitely many Borel subgroups: indeed, by conjugation we may assume that
x “

ř

αą0 ξαeα with ξβ “ 0 for some β P ∆, so that

x P LiepRupPβqq Ă LiepB∆q

for the Borel B∆ Ă G associated to ∆ and the minimal parabolic B∆ Ă Pβ Ă G whose Lie
algebra contains g´β (for the construction of Pβ and a characterization of its unipotent radical, see
[SGA 3III new, exposé XXVI, propositions 1.4 et 1.12 (i)]); since

Adpgqx P LiepRupPβqq Ă LiepB∆q for g P Pβpkq,

the Lie algebras of the infinitely many Borels tg´1B∆gugPPβpkq{B∆pkq all contain x.

We are ready to relate the regular locus greg to the Grothendieck alteration rgÑ g reviewed in §4.1.7.

Proposition 4.2.3. For a reductive group G over a scheme S and its Lie algebra g, the locus gfin

over which the Grothendieck alteration rg � g has finite fibers is precisely the regular locus greg Ă g,
that is,

gfin “ greg inside g.

Proof. By passing to fibers, we assume that S is the spectrum of an algebraically closed field k,
and we need to show that a γ P gpkq is regular if and only if there are only finitely many Borel
k-subgroups of G whose Lie algebras contain γ. For nilpotent γ, we saw this in §4.2.2. In general,
[Bor91, Chapter I, Section 4.4, Theorem] supplies the Jordan decomposition γ “ γs ` γn with γs
semisimple, γn nilpotent, and rγs, γns “ 0, so that

γn P LiepCGpγsqq.

The functoriality of the decomposition under isomorphisms implies that a g P Gpkq centralizes γ if
and only if it centralizes both γs and γn, so

CGpγq and CCGpγsqpγnq agree set-theoretically in G.

Thus, since, by Lemma 4.1.6, the group pCGpγsqq0 is reductive, of the same rank as G,

γ P gregpkq if and only if γn P pLiepCGpγsq
0qqregpkq, (4.2.3.1)

equivalently, by §4.2.2,

γ P gregpkq if and only if γn P pLiepCGpγsq
0qqfinpkq. (4.2.3.2)

On the other hand, by the uniqueness of the Jordan decomposition, the Lie algebra of a Borel
B Ă G contains γ if and only if it contains γs and γn. In this case, CGpγsq X B “ CBpγsq, so
[Bor91, Chapter III, Section 9.1, Proposition] ensures that this intersection is smooth. Moreover,
γs lies in the Lie algebra of a maximal torus of B, so Lemma 4.1.6 ensures that the smooth,
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solvable group pCGpγsq X Bq0 is of sufficiently large dimension to be a Borel of CGpγsq0. Since
γn P LiepCGpγsq X Bq, we find that if γ P gregpkq, then B contains a fixed Borel of CGpγsq (see
(4.2.3.1) and §4.2.2), so also a fixed maximal torus of CGpγsq. The latter is also maximal for G, so
B belongs to a finite list of Borels, and hence γ P gfinpkq.

Conversely, by its solvability, every Borel of CGpγsq0 lies in a Borel of G. Since γs lies in its Lie
algebra (see Lemma 4.1.6), this Lie algebra contains γn if and only if it contains γ. Thus, if γ P gfinpkq,
then γn P pLiepCGpγsq

0qqfinpkq, and so, by (4.2.3.2), also γ P gregpkq, as desired. �

The promised analysis of the map greg Ñ g�G will rest on the construction of its Kostant section.

4.2.4. A Kostant section. Let pR,∆q be a based root datum, as defined in [SGA 3III new, ex-
posé XXIII, section 1.5], let τR be the product of the torsion primes for R (see §4.1.12), let G be a
split, pinned reductive group over Zr 1

τR
s associated to pR,∆q, let teα P gαuαP∆ be the basis given

by the pinning, set
e :“

ř

αP∆ eα,

let B Ă G be the Borel opposite to the one associated to ∆, and let U Ă B Ă G be its unipotent
radical with Lie algebra u Ă b Ă g. By [Ric17, proof of Lemma 3.1.2],16 the map

re,´s : uÑ b is injective and its cokernel b{re, us is Zr 1
τR
s-free.

We may therefore find a Zr 1
τR
s-splitting b “ s ‘ re, us such that s Ă g is graded for the filtration

g “
À

iPZ g
i reviewed in footnote 16. A Kostant section of pR,∆q is the closed Zr 1

τR
s-subscheme

S :“ e` s Ă greg Ă g that depends on the choice of s,

where [Ric17, Equation (3.1.1)] ensures the factoring through greg. By [AFV18, Proposition 10], the
scheme S is indeed a section to the map gÑ g�G: for any Zr 1

τR
s-scheme S,

SS
„
ÝÑ gS�GS

4.1.14
– pg�GqS .

By construction, letting 2ρ : Gm Ñ G denote the sum of all the positive coroots, the action of Gm

on g given by
pt, γq ÞÑ t´2 Adpp2ρqptqqpγq (4.2.4.1)

preserves S Ă g. If we endow g�G with the Gm-action induced from pt, γq ÞÑ t´2γ, then the
isomorphism S „

ÝÑ g�G becomes Gm-equivariant because γ and Adpp2ρqptqqpγq have the same
image in g�G.

16The statement of [Ric17, Lemma 3.1.2] is weaker—there one inverts 2 for type Cn and 3 for type G2, whereas
we do not—but its argument still works as follows (this improvement was also observed in [AFV18, Section 2.3,
especially, Remark 8]). By the definition of τR, especially, by §4.1.12 (1), we may replace G by pGderq

sc (to keep
track of Borel subgroups under this one uses [SGA 3III new, exposé XXVI, proposition 1.19]). Then we consider the
grading g “

À

iPZ g
i by the heights of roots (or by the half of the cocharacter given by the sum of positive coroots, as

is equivalent [SGA 3III new, exposé XXI, proposition 3.5.1]), so that

u “
À

iă0 g
i and b “

À

iď0 g
i.

The formulas for the Lie bracket given in [SGA 3III new, exposé XXII, remarque 5.4.10] ensure that the map re,´s
restricts to a map gi Ñ gi`1. The desired injectivity and freeness of the cokernel of the latter for i ă 0 follow
from [Spr66, Propositions 2.2 and 2.4, Theorem 2.6], which classifies the possible torsion in the cokernel: indeed, in
[Spr66, Theorem 2.6], for type Cn with p “ 2 and type G2 with p “ 3 the elementary divisors only occur for i ą 0,
whereas the definition of τR, especially, §4.1.12 (2)–(4), rules out the other occurrences.
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Remark 4.2.5. Keeping the setup §4.2.4, we assume that our split, pinned G is instead defined over
a scheme S on which #pπ1pRadqq and every prime that appears in the expression of some root of R
in terms of a base of simple roots is invertible,17 and that one has a G-equivariant S-isomorphism
ι : g

„
ÝÑ g˚ (equivalently, a perfect G-equivariant S-pairing on g).18 We claim that then

there are canonical choices for s and S over S that depend on ι.

Indeed, by [Spr66, Proposition 2.4 and Theorem 2.6], the cokernel of re,´s : gÑ g is locally free, so,
since this map respects the grading discussed in footnote 16, it suffices to exhibit a canonical graded
complement to re, gs Ă g. In fact, Kerpre,´sq is such a complement: by the flatness of g{re, gs, this
kernel is locally free, of formation compatible with base change, so we may assume that the base is
a field and need to argue that re, gs XKerpre,´sq “ 0. However, Kerpre,´sq is even orthogonal to
re, gs under the perfect pairing p¨, ¨qι on g determined by ι because, by deriving the G-equivariance
of p¨, ¨qι, we get

prγ, xs, yqι “ px, r´γ, ysqι and may choose γ “ e, x P g, y P Kerpre,´sq.

We now improve [Ric17, Proposition 3.3.3] by showing that greg Ñ g�G is smooth under weaker
hypotheses.

Proposition 4.2.6. For a reductive group G over a scheme S such that RpGq has no torsion residue
characteristics, the map gÑ g�G (already discussed in Proposition 4.1.18) is finitely presented, flat,
with reduced, local complete intersection geometric fibers, its restriction

greg � g�G is smooth of relative dimension dimpGq ´ rkpGq and surjective,

and greg Ă g forms a single nonempty G-orbit over each geometric pg�Gq-fiber.

Proof. By Proposition 4.1.14, the S-scheme g�G is finitely presented, of formation compatible
with base change. Thus, by [SP, Lemma 02FV], the map g Ñ g�G is also finitely presented
and, by the fibral criterion [EGA IV3, corollaire 11.3.11], the remaining claims are reduced to
the case when S is the spectrum of algebraically closed field k. The surjectivity of greg Ñ g�G
then follows from the existence of a Kostant section S Ă greg (see §4.2.4) and the G-orbit claim
is part of [Jan04, Section 7.13, Proposition]. Thus, by Gpkq-conjugation, for the smoothness of
greg Ñ g�G it suffices to consider the points of greg that lie on S, at which the map is indeed
smooth by [EGA IV4, théorème 17.11.1] because it is surjective on tangent spaces due to S „

ÝÑ g�G.
Moreover, for dimension reasons, that is, by Corollary 4.1.18 and [EGA IV2, proposition 6.1.5],
the map g Ñ g�G between smooth k-schemes is flat, and hence, by [SP, Lemma 0E9K], it is
automatically a relative complete intersection. In particular, the geometric fibers of gÑ g�G are
Cohen–Macaulay and, due to the relative density of greg, also generically smooth, so the (R0)`(S1)
criterion [SP, Lemma 031R] ensures that they are reduced. �

17In terms of the appearing types, the following primes divide some coefficient in the expression of some root
(equivalently, the highest root) in terms of a base of simple roots (compare with the shorter list in §4.1.12 (2)–(4)):

‚ p “ 2 for types Bn, Cn, Dn, E6, E7, E8, F4, and G2;
‚ p “ 3 for types E6, E7, E8, F4, and G2;
‚ p “ 5 for type E8.

The primes not in this list are often called “good,” as is done, for instance, in [Spr66, Section 2.10]. The “bad” primes,
that is, the ones in the list divide the order of the Weyl group, as does #pπ1pR

ad
qq.

18If S is over an algebraically closed field k, then ι exists: indeed, the other assumptions imply that charpkq must be
“very good for G” in the sense of [Let05, Definition 2.5.5], so the criterion [Let05, Proposition 2.5.12] for the existence
of ι applies.
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The smoothness of the map greg � g�G supplied by Proposition 4.2.6 leads to the description of
the basic properties of the centralizer of the universal section of greg in Theorem 4.2.8. The latter
generalizes [Ric17, Corollary 3.3.8, Proposition 3.3.9] and [Ngô10, lemme 2.1.1, proposition 2.2.1]
and rests on the following lemma.

Lemma 4.2.7. For a root-smooth reductive group G over a scheme S such that charpkpsqq is prime
to #pπ1pGder,sqq for s P S,19 a maximal S-torus T Ă G, and its Lie algebra t Ă g, the Weyl group

W :“ NGpT q{T acts freely on trs :“ tX grs and T
„
ÝÑ CGpγq for any γ P trspSq.

Proof. The freeness of the W -action amounts to the following map being an isomorphism:

trs
γ ÞÑ pp1,γq,γq
ÝÝÝÝÝÝÝÝÑ pW ˆS trsq ˆtrsˆS trs,∆ trs, where W ˆS trs

pw, γq ÞÑ pwγ, γq
ÝÝÝÝÝÝÝÝÝÝÑ trs ˆS trs.

Thus, the fibral criterion [EGA IV4, corollaire 17.9.5] reduces us to the case when S “ Specpkq
for an algebraically closed field k. For such S, the assertion about the W -action follows from
[Ric17, Lemma 2.3.3], and, once the freeness of the W -action is known, T „

ÝÑ CGpγq follows from
Lemma 4.1.6. �

Theorem 4.2.8. Let G be a reductive group over a scheme S such that RpGq has no torsion residue
characteristics and let C Ă Gg be the centralizer of the universal section of g :“ LiepGq. The greg-
group Cgreg is commutative, flat, affine, a relative local complete intersection (so of finite presentation),
and there is a unique pg�Gq-group scheme J equipped with a G-equivariant isomorphism

Jgreg » Cgreg , which then extends to a unique G-equivariant g-group map Jg Ñ C,

where the G-actions on scheme valued points are described by

g ¨ pj, γq “ pj,Adpgqγq and g ¨ pc, γq ÞÑ pgcg´1,Adpgqγq.

Moreover, g�G is the coarse moduli space of the algebraic stack quotient rgreg{Gs, more precisely,

rgreg{Gs Ñ g�G is a gerbe bound by J for the fppf topology, (4.2.8.1)

and if G is root-smooth, then J (respectively, C) is a torus over the image pg�Gqrs of grs (respectively,
over grs).

Proof. We begin with the claims about Cgreg and note that the parenthetical claim will follow from
the local complete intersection aspect [SP, Lemma 069H]. For these claims, by the fpqc local on
the base nature of local complete intersection morphisms and their stability under base change
[SP, Lemmas 069K, 02VK, and 01UI], we may first work étale locally S and then reduce to S being
a localization of SpecpZq. In the Cartesian square

Cgreg //

��

GˆS greg

pg, γq ÞÑ pγ,Adpgqγq

��

greg
γ ÞÑ pγ, γq

// greg ˆg�G greg

the S-scheme greg ˆg�G greg is smooth by Proposition 4.2.6, so the bottom horizontal map is a
regular closed immersion. Due to this smoothness and an S-fibral dimension count that uses
Propositions 4.1.14 and 4.2.6, the miracle flatness [EGA IV2, proposition 6.1.5], and the fibral
criterion [EGA IV3, corollaire 11.3.11], the finitely presented map

GˆS greg
pg, γq ÞÑ pγ,Adpgqγq

// // greg ˆg�G greg is faithfully flat. (4.2.8.2)

19This condition holds if RpGq has no torsion residue characteristics, see §4.1.12
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Consequently, Cgreg is flat over greg and is locally cut out by a regular sequence in the smooth
S-scheme GˆS greg. Thus, by, for instance, [SGA 2new, exposé XIV, proposition 5.2], the ideal of any
closed immersion Cgreg ãÑ Angreg is locally generated by a regular sequence, so Cgreg is a relative local
complete intersection over greg. Due to the greg-flatness of Cgreg , its commutativity can be tested
after base change to a geometric generic point η of greg. Since η lies over Q and is regular semisimple
(see §4.1.5), Lemma 4.2.7 ensures that the centralizer Cη is a torus, and hence is commutative.

Next we turn to the claims about J , so we revert to S being arbitrary. Since C is g-affine, by descent,
the existence and uniqueness of J amount to the group Cgreg admitting a unique G-equivariant
descent datum ι with respect to the smooth surjection greg � g�G of Proposition 4.2.6. For this,
we let S1 be a variable S-scheme and view ι as a collection of group isomorphisms

ιγ1, γ2 : CGpγ1q
„
ÝÑ CGpγ2q for all γ1, γ2 P g

regpS1q that have the same image in pg�GqpS1q

such that the ιγ1, γ2 are compatible with pullback in S1 and are subject to the cocycle condition

ιγ2, γ3 ˝ ιγ1, γ2 “ ιγ1, γ3 ,

compare with this kind of description of descent data in [BLR90, Section 6.1, before Lemma 3];
concretely,

ιγ1, γ2 is CGpγ1q
„
ÝÑ J ˆg�G, γ1

S1 – J ˆg�G, γ2
S1

„
ÐÝ CGpγ2q.

The G-equivariance amounts to

ιγ,Adpgqγ : CGpγq
„
ÝÑ CGpAdpgqγq being given by conjugation by g for γ P gregpS1q, g P GpS1q.

By (4.2.8.2), fppf locally on S1 every pγ1, γ2q is of this form, so the G-equivariance determines ιγ1, γ2

uniquely, the cocycle condition is automatic, and the existence of ι reduces to ιγ,Adpgqγ not depending
on g. However, if Adpgqγ “ Adpg1qγ, then g1 “ gc with c P pCGpγqqpS1q, so the independence follows
from the fact that the conjugation by c has no effect because the group CGpγq is commutative.

By descent, the group J inherits properties from Cgreg : it is commutative, flat, affine, and a relative
complete intersection over g�G. Moreover, (4.1.7.1) and Proposition 4.2.3 ensures that Jgreg is
S-fiberwise of codimension ě 2 in Jg. Thus, since C is affine, the relative version of Hartogs’
extension principle [EGA IV4, proposition 19.9.8] supplies the unique morphism Jg Ñ C extending
Jgreg » Cgreg and, by allowing one to check the commutativity of all the relevant diagrams over greg,
shows that it is a G-equivariant g-group homomorphism.

The algebraicity of the stack rgreg{Gs is ensured by the general criterion [SP, Theorem 06FI]. By
Proposition 4.2.6, the map rgreg{Gs Ñ g�G is an fppf (even smooth) surjection and, by (4.2.8.2),
two objects of rgreg{Gs above the same scheme-theoretic point of g�G are fppf locally isomorphic.
Thus,

rgreg{Gs Ñ g�G

is a gerbe by the criterion [LMB00, remarques 3.16], and it is bound by J by the construction of the
latter.

By Corollary 4.1.18, if G is root-smooth, then the preimage of pg�Gqrs in g is precisely grs. Thus,
the last assertion follows from §4.1.5 and Lemma 4.2.7. �

Remark 4.2.9. Of course, the gerbe rgreg{Gs Ñ g�G is neutral whenever the map greg Ñ g�G has a
section, such as a Kostant section when G is split and pinned (see §4.2.4, as well as Proposition 4.3.2
below for a quasi-split case).
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Remark 4.2.10. Both greg and g carry compatible scaling by Gm,S actions, which lift to a Gm,S-
action on C. The descent datum ι that gives J is equivariant for this action, so Gm,S also acts on J
compatibly with its action on g�G. Consequently, for every Gm,S-torsor L with the twist

gL :“ gˆGm
S L ,

we obtain a unique (gL �G)-group J equipped with a G-equivariant isomorphism

Jgreg
L
» Cgreg

L
, which extends to a G-equivariant gL -group map JgL Ñ CgL , (4.2.10.1)

and, by Theorem 4.2.8, the map rgreg
L {Gs Ñ gL �G is a gerbe bound by J .

Under the following stronger assumption on the residue characteristics, Cgreg is even greg-smooth.

Proposition 4.2.11. Let G be a reductive group over a scheme S such that charpkpsqq for s P S
divides neither #π1pppGsqderq

adq nor any coefficient in the expression of a root of Gs in terms of a
base of simple roots. The pg�Gq-group J defined in Theorem 4.2.8 is smooth and the centralizer

Cgreg Ă Ggreg of the universal regular section of the Lie algebra g of G is greg-smooth.

Proof. The assumptions imply that RpGq has no torsion residue characteristics (see §4.1.12 and
footnote 17). Thus, the claim about J follows from the rest by descent (see Proposition 4.2.6).

For the rest, the greg-flatness of Cgreg established in Theorem 4.2.8 allows us to assume that S is
the spectrum of an algebraically closed field k. Moreover, the open locus of greg over which Cgreg is
smooth is open and stable both under the Gm-scaling and the adjoint action of G. Thus, since the
map greg Ñ g�G is open and its geometric fibers consist of single G-orbits (see Proposition 4.2.6),
the open of greg over which Cgreg is smooth is a preimage of a Gm-stable open U Ă g�G. The
Gm-action on g�G extends to a map

A1 ˆk g�GÑ g�G that maps t0u ˆk g�G to t0u Ă g�G.

Thus, once we show that t0u Ă U in g�G, it will follow that the preimage V Ă A1 ˆk g�G of U
under the action map Gm ˆk g�GÑ g�G contains t0u ˆk g�G. Then V will meet every geometric
fiber of the projection Gm ˆk g�G Ñ g�G, and hence, being stable under the Gm-action on the
first coordinate, V will contain every such fiber. The desired U “ g�G will follow.

To argue the remaining inclusion t0u Ă U , since the fiber of greg Ñ g�G above t0u consists of the
regular nilpotent sections (see Corollary 4.1.18), we need to show that the centralizer CGpγq of every
regular nilpotent γ P gregpkq is smooth. Such γ form a single Gpkq-conjugacy class (see §4.2.2), so it
suffices to show that CGpγq is smooth when

γ :“
ř

αP∆ eα for some pinning teαuαP∆ of G.

Then, letting Z Ă G be the maximal central torus, we have the group homomorphism

Z ˆ CGder
pγq Ñ CGpγq,

which is surjective and hence also flat. It remains to note that CGder
pγq is smooth by [Spr66,

Theorem 5.9 a)] (which even shows that our assumption on charpkpsqq is sharp). �

The “Galois-theoretic” description of the torus J |pg�Gqrs presented in Proposition 4.2.13 is key for §4.3
and mildly generalizes [Ngô10, proposition 2.4.2] by weakening its assumption that the cardinality
of the Weyl group be invertible on the base (in turn, loc. cit. builds on [DG02, Section 11] that
considered a situation over C). The proof of this description will use the following lemma, which
improves [Ric17, Lemma 3.5.3].
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Lemma 4.2.12. Let G be a root-smooth reductive group over a scheme S such that RpGq has no
torsion residue characteristics, let T Ă G be a maximal S-torus with Lie algebra t Ă g and let
W :“ NGpT q{T be the Weyl group scheme. The map t � t{W is finite locally free of degree #W
and is a W -torsor over trs{W and for any Borel S-subgroup T Ă B Ă G the maps

rg
(4.1.7.3)
ÝÝÝÝÝÑ t and gÑ g�G

4.1.10
– t{W

induce an isomorphism
rgreg „

ÝÑ greg ˆt{W t over greg. (4.2.12.1)

Proof. The map (4.2.12.1) is well-defined by (4.1.7.4). By Theorem 4.1.10 and Proposition 4.1.14,
we have t{W – g�G compatibly with base change, so, after first reducing to the split, pinned
case, we may assume that S is a localization of SpecpZq. Over the geometric S-fibers the finite
map t Ñ t{W is a morphism of affine spaces of the same dimension, so, by the fibral criterion
[EGA IV3, corollaire 11.3.11], it is flat; its degree may be read off over trs{W , over which it is a
W -torsor by Lemma 4.2.7. By Proposition 4.2.6, the S-scheme greg ˆt{W t is smooth, so it is the
normalization of greg in pgregˆt{W tq|grs . The same holds for rgreg (see §4.1.7 and Proposition 4.2.3), so
we need to argue that (4.2.12.1) is an isomorphism over grs. By Proposition 4.1.8 and Lemma 4.2.7,
both sides of (4.2.12.1) are W -torsors over grs, so it suffices to note that the map is W -equivariant:
in terms of the isomorphism G{T ˆS trs – rgrs of Proposition 4.1.8, the map to t is simply the
projection. �

Proposition 4.2.13. Let G be a root-smooth reductive group over a scheme S such that RpGq
has no torsion residue characteristics, let T Ă G be a maximal S-torus with Lie algebra t Ă g, set
trs :“ tX grs, let W :“ NGpT q{T be the Weyl group, let T Ă B Ă G be a Borel S-subgroup, and let
π : t � t{W be the indicated quotient map. The group J defined in Theorem 4.2.8 admits a

pt{W q-group homomorphism J Ñ pπ˚pTtqq
W that is an isomorphism over trs{W, (4.2.13.1)

where and W acts on the restriction of scalars π˚pTtq via its actions on T and t. In particular,
J |trs{W becomes isomorphic to a base change of T over the finite étale cover trs � trs{W .

Proof. The proof is similar to that of [Ngô10, proposition 2.4.2], but we include it since our
assumptions are slightly weaker. Firstly, tÑ t{W is finite locally free and a W -torsor over trs{W
by Lemma 4.2.12, so, by [BLR90, Section 7.6, Theorem 4, Proposition 5], the restriction of scalars
π˚pT ˆS tq is a smooth, affine pt{W q-group and it suffices to settle (4.2.13.1). For the latter, we will
use the Cartesian square supplied by Lemma 4.2.12 using our fixed Borel B:

rgreg
(4.1.7.3)

// //

π1

����

t

π
����

greg // // t{W

in which the vertical arrows are finite locally free and the horizontal ones are smooth by Propo-
sition 4.2.6. In particular, since the map (4.1.7.3) is W -equivariant (see Proposition 4.1.9) and
t{W – g�G (see Theorem 4.1.10), by arguing by descent as in the proof of Theorem 4.2.8 it suffices
to produce a G-equivariant homomorphism

Jgreg Ñ pπ1˚pTrgregqqW
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that is an isomorphism over grs (that is, over the preimage of trs{W , see Corollary 4.1.18). The
group Jgreg is G-equivariantly identified with the centralizer Cgreg of the universal regular section of
g (see Theorem 4.2.8), the restriction of π1 to grs is a W -torsor, so that

grs „
ÝÑ pπ1˚prg

rsqqW

and likewise for Cgrs , and the G- and W -actions on rgreg commute (see Proposition 4.1.9). Thus, all
we need to do is to exhibit a G-equivariant and W -equivariant homomorphism C

rgreg Ñ T
rgreg that is

an isomorphism over rgrs.

The group G
rgreg comes equipped with two subgroups: the base change C

rgreg of the universal centralizer
and the base change B

rgreg of the universal Borel, and we claim that C
rgreg Ă B

rgreg . For this we may
first work étale locally on S and then reduce to S being a localization of SpecpZq. Moreover, by
Theorem 4.2.8, the rgreg-group C

rgreg is flat, so it suffices to check that C
rgrs Ă B

rgrs . By Theorem 4.2.8
again, C

rgrs is reduced, so this inclusion may be checked fiberwise and amounts to the assertion that
for a geometric S-point s, the G-centralizer of a γ P grspsq lies in every Borel whose Lie algebra
contains γ. This, however, follows from the Jordan decomposition and Lemma 4.2.7.

The universal Borel B may be identified with the universal pG{Bq-conjugate of our fixed Borel T Ă B
and, in particular, the quotient by its unipotent radical is canonically a base change of T . Thus,
the inclusion C

rgreg Ă B
rgreg gives a desired homomorphism C

rgreg Ñ T
rgreg that is G-equivariant and

W -equivariant by construction: for instance, to check the W -equivariance, one may work over rgrs,
use Proposition 4.1.8 to identify rgrs – G{T ˆS t, and then note that on the quotient B

rgreg � T
rgreg the

difference between the “conjugating back” by g´1 and by pgw´1q´1 is the action by w on T . Finally,
the map C

rgreg Ñ T
rgreg is an isomorphism over rgrs because it is so fiberwise by Lemma 4.2.7. �

The following result about the conjugacy class of the Kostant section illustrates the utility of the
Galois-theoretic description of J supplied by Proposition 4.2.13 and complements the fact that the
geometric fibers of gÑ g�G above points in pg�Gqrs consist of single G-orbits (see Corollary 4.1.18).

Theorem 4.2.14. For a seminormal, strictly Henselian, local ring R and a reductive R-group G
with Lie algebra g, if the order of the Weyl group of G is invertible in R, then the

fibers of grspRpptqqq� pg�GqrspRpptqqq are precisely the GpRpptqqq-conjugacy classes in grspRpptqqq.

Proof. Since the order of the Weyl group is invertible in R, the group G satisfies all the “no small
residue characteristics” assumptions that appear earlier in this chapter (see §4.1.1, §4.1.12, and
footnote 17), so we may freely apply the preceding results in this proof. In the statement, we let

pg�Gqrs Ă g�G

denote the open image of grs (see Proposition 4.2.6); by Corollary 4.1.18, its preimage in g is precisely
grs. Thanks to a Kostant section (see §4.2.4), the map is surjective as indicated.

The map grs Ñ g�G is invariant under G-conjugation, so GpRpptqqq-conjugate elements of grspRpptqqq
agree in pg�GqpRpptqqq. Conversely, fix γ1, γ2 P g

rspRpptqqq that have a common image

γ P pg�GqrspRpptqqq Ă pg�GqpRpptqqq.

Theorem 4.2.8 ensures that
rgrs{Gs� pg�Gqrs

is a gerbe bound by Jpg�Gqrs , so the functor that parametrizes isomorphisms between the images of
γ1 and γ2 in rgrs{Gs is a torsor under JRpptqq (pullback of J along γ). By Proposition 4.2.13, this
JRpptqq is an Rpptqq-torus that splits over a W -torsor for some finite group W whose order is invertible
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in R. Thus, by Theorem 3.2.4, the torsor in question is trivial and the images of γ1 and γ2 in
prgrs{GsqpRpptqqq may be identified. The fiber of the map

grs Ñ rgrs{Gs

over this common image is a GRpptqq-torsor trivialized both by γ1 and γ2, so the latter are indeed
GpRpptqqq-conjugate, as desired. �

4.3. The product formula for the Hitchin fibration beyond the anisotropic locus

Our final goal is Ngô’s product formula over the entire A♥ stated precisely in Theorem 4.3.8 below.
The construction of the stack morphism that encodes this formula amounts to glueing torsors with
the help of a twisted Kostant section for quasi-split groups, so our first goal is to construct this
section in Proposition 4.3.2. We begin with a brief review of quasi-splitness in order to remind that
beyond semilocal bases this is a more stringent condition than the existence of a Borel.

4.3.1. Quasi-split reductive groups. We recall from [SGA 3III new, exposé XXIV, section 3.9]
that a reductive group G over a scheme S is quasi-split if it has a maximal S-torus and a Borel
S-subgroup T Ă B Ă G such that on the S-scheme DynpGq of Dynkin diagrams the line bundle g˚
given by the universal root space that is simple with respect to B is trivial. In this case, a choice of
T Ă B Ă G and a trivialization e of g˚ constitutes a quasi-pinning of G. For example, when G is
split with respect to T , a choice of B amounts to that of a system ∆ of positive simple roots,

DynpGq –
Ů

αP∆ S,

the line bundle g˚ is given by the T -root space gα on the copy of S indexed by α, and e amounts to
a trivialization of each gα (equivalently, to a nilpotent section of g :“ LiepGq that is principal with
respect to ∆). Thus, in the split case the datum of a quasi-pinning amounts to that of a pinning.

We are ready to build a twisted Kostant section under more general conditions than in [Ngô10,
lemme 2.2.5].

Proposition 4.3.2. Let T Ă B Ă G be a quasi-split reductive group over a scheme S with Lie
algebras t Ă b Ă g and Weyl group W :“ NGpT q{T , let G be the reductive S-group that is the form
of G that is split Zariski locally on S,20 and suppose that there is a G-isomorphism

ι : LiepGq „
ÝÑ LiepGq˚

and that charpkpsqq for s P S divides neither #π1pppGsqderq
adq nor any coefficient in the expression

of a root of Gs in terms of a base of simple roots. The Chevalley morphism

gÑ t{W admits a section ε : t{W Ñ greg (4.3.2.1)

and for any Gm-torsor L on S with tL :“ tˆGm
S L and gL :“ gˆGm

S L , the induced S-morphism

rgLb2{Gs Ñ tLb2{W admits a section εL : tLb2{W Ñ rgreg
Lb2{Gs. (4.3.2.2)

Proof. The assumption on #π1pppGsqderq
adq implies that G is root-smooth (see §4.1.1), so the

Chevalley morphism makes sense (see Theorem 4.1.10). We are assuming that G is quasi-split with
respect to T Ă B, so we choose a trivialization e that extends them to a quasi-pinning of G (see
§4.3.1). By passing to the clopens of S on which RpGsq is constant, we assume that G is split.

For (4.3.2.1), by descent, we may assume that G “ G and that G is split with respect to T at the
expense of needing to check that the canonical Kostant section S built in Remark 4.2.5 using e
and ι is invariant under any automorphism of G that preserves the pinning. The construction of S

20We recall from [SGA 3III new, exposé XXII, définition 1.13] that the root datum of a split group is necessarily
constant on the base.
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gives this invariance because it only involves structures respected by every automorphism of G that
preserves T , B, and e (in particular, the formula for S does not use ι, which need not be preserved
by such an automorphism). To deduce (4.3.2.2), we first note that gLb2 – g1L and tLb2 – t1L ,
where p´q1 means that the contracted product is formed with Gm acting on g and t by the square
of its scaling action (in terms of a local trivialization ` for L , the identifications are induced by
pγ, `b2q ÞÑ pγ, `q). To then construct the desired section

εL : t1L {W Ñ rg1 reg
L {Gs of rg1L {Gs Ñ t1L {W,

it suffices to find a functorial isomorphism given by G-conjugation that transforms the map

Gm ˆS t{W ˆS L Ñ g1 reg
L given by pt, pτ, `qq ÞÑ pεpτq, `q into pt, pτ, `qq ÞÑ pεpt´2τq, t`q.

Letting 2ρ : Gm Ñ G be the sum of those coroots that are positive with respect to B, we have

pεpt´2τq, t`q “ pt2εpt´2τq, `q
(4.2.4.1)
“ pAdpp2ρqptqqεpτq, `q in g1 reg

L ,

so the desired functorial conjugation is t ÞÑ Adpp2ρqptqq. �

The subsequent §§4.3.3–4.3.5 review the main actors that appear in the product formula.

4.3.3. The Hitchin fibration. Let S be a scheme, let π : X Ñ S be a proper, smooth scheme
morphism with connected geometric fibers of dimension 1, let G be a reductive X-group with Lie
algebra g, and let L be a Gm-torsor on X. The total Hitchin space associated to this data is the
restriction of scalars

ML :“ π˚prgL {Gsq, where gL :“ gˆGm
X L and G acts via its adjoint action on g

(in spite of abusive notation, we stress that G acts on gL on the left, compare with §1.5).

By the general criterion for the algebraicity of restrictions of scalars [HR19, Corollary 9.2 (ii)] (or by
the more specific [Ngô10, section 4.2.2]), the stack ML is algebraic, locally of finite presentation
over S, and has an affine diagonal. Concretely, for an S-scheme S1, the groupoid ML pS

1q consists of
left GXS1 -torsors E equipped with a G-equivariant X-map E Ñ gL , equivalently, it is the groupoid
of left GXS1 -torsors E equipped with a section

φ P H0pXS1 , pE ˆXS1 pgL qXS1 q{GXS1 q, (4.3.3.1)

where GXS1 acts on both factors of E ˆXS1 pgL qXS1 . For a maximal X-torus T Ă G with its Lie
algebra t Ă g and Weyl group W :“ NGpT q{T , the Hitchin base is the restriction of scalars of tL {W :

AL :“ π˚ptL {W q, where tL :“ tˆGm
X L .

If G is root-smooth, then we have the regular semisimple locus

trsL {W Ă tL {W, where trsL :“ tL X grs
L .

Its preimage under the universal section XAL
Ñ ptL {W qXAL

is an open pXAL
qrs Ă XAL

whose
image is the open

A♥
L Ă AL over which the pXAL

qrs is fiberwise dense in XAL
.

The map rgL {Gs Ñ tL {W supplied by Theorem 4.1.10 induces the Hitchin fibration morphism

fL : ML Ñ AL . (4.3.3.2)

If G is quasi-split with respect to T and, say, #W is invertible on S, then for every algebraically
closed S-field k, Proposition 4.3.2 (with Remark 4.2.5, especially, footnote 18, to obtain the pairing
ι) supplies a Kostant section

εL : tLb2{W Ñ rgreg
Lb2{Gs,
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which induces a Kostant–Hitchin section

εL : ALb2, k ÑMLb2, k of the k-fiber of the Hitchin fibration fLb2, k : MLb2, k Ñ ALb2, k.

By construction, the Kostant–Hitchin section factors through the open substack

Mreg
Lb2 :“ π˚prg

reg
Lb2{Gsq ĂMLb2 .

4.3.4. The affine Springer fibers. In the setting of §4.3.3, suppose that G is quasi-split and #W
is invertible on S, let k be an algebraically closed S-field, let a P ALb2pkq be a k-point as indicated,
let the corresponding section of the map ptLb2{W qXk Ñ Xk be

a : Xk Ñ ptLb2{W qXk and let Xrs
a Ă Xk be the a-preimage of ptrsLb2{W qXk Ă ptLb2{W qXk ,

so that, by definition, a P A♥
Lb2pkq if and only if Xrs

a ‰ H. Moreover, consider a k-point v of Xk,
let pOv » kJtvK be the completed local ring of Xk at v, and let

a|
pOv P ptLb2{W qp pOvq

be the resulting pOv-point. The affine Springer fiber at v is the functor MLb2, a, v that sends a
k-algebra R to the groupoid of lifts

SpecpRJtvKq » Specp pOv pbkRq
//

a|
xOv ((

rgLb2{Gs

��

tLb2{W

equipped with an isomorphism between the restriction to p pOv pbkRqr
1
tv
s and the corresponding restric-

tion of the Kostant–Hitchin lift εL paq. Analogously to after (4.3.3.1), the data being parametrized
amount to a G

pOv pbkR
-torsor Ev equipped both with a G-equivariant X-morphism Ev Ñ gLb2 that

lifts a|
pOv and an isomorphism after localizing away from v with the analogous data determined by

εL paq. Since tv is a nonzerodivisor in RJtvK, this rigidification with respect to the Kostant–Hitchin
section eliminates nontrivial automorphisms, so the functor MLb2, a, v is set-valued.

By [Ngô10, proposition 3.2.1] (see also [KL88, Section 2, Proposition 1] and [Yun17, Theorem 2.5.2]),
if a|

pOvr 1
tv
s
factors through trsLb2{W , as happens if and only if a P A♥

Lb2pkq, then MLb2, a, v is

representable by an ind-scheme whose associated reduced Mred
Lb2, a, v is a locally of finite type,

finite-dimensional k-scheme.

4.3.5. Symmetries of the Hitchin and affine Springer fibers. Assume the setting of §§4.3.3–
4.3.4 with G quasi-split and #W invertible on S, and a point a P ALb2pkq. We use the corresponding
section a : Xk Ñ ptLb2{W qXk to pull back the descent J of the universal regular centralizer
constructed in Remark 4.2.10. Thanks to the G-equivariant homomorphism

JgLb2

(4.2.10.1)
ÝÝÝÝÝÝÑ CgLb2

to the universal G-centralizer, the resulting Xk-group Ja acts on the objects of the Xk-stack
rgLb2{GsXk . Thus, descent allows us to twist these objects by Ja-torsors, so the a-fiber MLb2, a of
the Hitchin fibration (4.3.3.2) admits an action of the Picard k-stack

Pa :“ pπkq˚pBpJaqq,

where Bp´q denotes the classifying stack. By the general criterion [HR19, Corollary 9.2 (ii)] for
representability and properties of restrictions of scalars, the stack Pa is algebraic and its diagonal is
affine.
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Under the assumption that a P A♥
L pkq, for each closed point v P Xk we also consider the functor Pa, v

that for a variable k-algebra R parametrizes Ja-torsors over pOv pbkR equipped with a trivialization
over p pOv pbkRqr

1
tv
s. The same considerations as for Pa show that Pa, v acts on the affine Springer

fiber MLb2, a, v. By [Ngô10, section 3.3, especially, lemme 3.3.1], the functor Pa, v is representable by
an ind-scheme whose associated reduced Pred

a, v is a locally of finite type k-scheme. Due to its group
structure, Pred

a, v is even k-smooth, and it inherits an action on the locally of finite type k-scheme
Mred

Lb2, a, v.

4.3.6. The product formula morphism. Assume the setting of §§4.3.3–4.3.5 with G quasi-split
and #W invertible on S, in particular, fix a point a P A♥

Lb2pkq valued in an algebraically closed
field, so that Xrs

a Ă Xk is a dense open, and let Ua Ă Xrs
a be a dense open. Due to the moduli

interpretation of MLb2, a and MLb2, a, v, Beauville–Laszlo glueing in the style of Lemma 2.2.11 of
the Kostant–Hitchin section εL paq|Ua to sections of affine Springer fibers at the points in XkzUa
gives a k-stack morphism

ś

vPXkzUa
MLb2, a, v ÑMLb2, a. (4.3.6.1)

A similar glueing gives an action of
ś

vPXkzUa
Pa, v on Pa. Thus, by twisting the glueing that gives

the morphism (4.3.6.1) by variable Ja-torsors as in §4.3.5, we obtain the k-stack morphism
ś

vPXkzUa
MLb2, a, v ˆ

ś

vPX
k
zUa

Pa, v Pa ÑMLb2, a (4.3.6.2)

whose source is the stackification of the prestack quotient that is described in general21 in [Ngô06,
before lemme 4.7], see also [Rom05, proof of Proposition 2.6] (since MLb2, a, v and Pa, v are only ind-
schemes, we do not claim any algebraicity for this source). The map (4.3.6.2) is fully faithful: since
its target is already a stack and stackification sheafifies the morphism functors [SP, Lemma 02ZN],
it suffices to see this on points valued in a k-algebra R before the stackification, and then we use the
Beauville–Laszlo glueing as follows. An isomorphism in MLb2, a between the glueings of

ppmvq, pq and ppm1vq, p
1q

amounts to both a Ja-torsor isomorphism p|Ua
„
ÝÑ p1|Ua (see the gerbe aspect of Remark 4.2.10),

which, after twisting by uniquely determined ppvq in
ś

vPXkzUa
Pa, v (the difference between the

Ja-torsors p1 and p), extends to a Ja-torsor isomorphism p
„
ÝÑ p1, and, granted this uniquely

determined adjustment, isomorphisms

mv
„
ÝÑ m1v for v P XkzUa.

To counter the potentially nonalgebraic nature of the source of (4.3.6.2), one considers the following
variant. As reviewed in §§4.3.4–4.3.5, both Mred

Lb2, a, v and Pred
a, v are locally of finite type k-schemes,

with Pred
a, v even a smooth k-group that acts on Mred

Lb2, a, v. The smoothness ensures that the stack

ś

vPXkzUa
Mred

Lb2, a, v ˆ

ś

vPX
k
zUa

Pred
a, v Pa

is algebraic and, by [SP, Lemma 076V] and [Rom05, Theorem 4.1 and its proof], may be formed in
the étale topology. Consequently, the explicit description of the quotients before the stackification

21We recall that for a 1-category X and a group G acting on X , the quotient X {G is the 1-category whose objects
are those of X and morphisms between objects x and x1 are given by pairs pg, ιq with g P G and ι P HomX pgx, x1q.
The source of (4.3.6.2) is the stackification of this construction performed on groupoids of sections.
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reviewed in footnote 21 and the agreement of Mred
Lb2, a, v and MLb2, a, v (respectively, of Pred

a, v and
Pa, v) on reduced rings implies that the morphism

ś

vPXkzUa
Mred

Lb2, a, v ˆ

ś

vPX
k
zUa

Pred
a, v Pa Ñ

ś

vPXkzUa
MLb2, a, v ˆ

ś

vPX
k
zUa

Pa, v Pa (4.3.6.3)

is an equivalence on R-points for every reduced k-algebra R. The composition of (4.3.6.2) and
(4.3.6.3) is the promised product formula morphism between locally of finite type algebraic k-stacks:

ś

vPXkzUa
Mred

Lb2, a, v ˆ

ś

vPX
k
zUa

Pred
a, v Pa ÑMLb2, a. (4.3.6.4)

By the above, this map is fully faithful on groupoids of R-points for every reduced k-algebra R.

The proof of the product formula in Theorem 4.3.8 will rely on the following general lemma, whose
argument shows that the locally of finite type over a field assumption could be weakened significantly.

Lemma 4.3.7. Let f : X Ñ Y be a map of algebraic stacks that are locally of finite type over a
field k. If fpRq is an equivalence for normal, strictly Henselian, local k-algebras R, then f is a
universal homeomorphism.

Proof. The assumption about R is stable under base change along any Y 1 Ñ Y . Thus, by passing to
a smooth cover of Y and using the fppf local on the base nature of being a universal homeomorphism
[SP, Lemma 0DTQ], we may assume that Y is an affine scheme. Moreover, by letting R be a field,
we see that the map X Ñ Y induces a continuous bijection on the underlying topological spaces
defined in [SP, Lemma 04XL, Definition 04XG], and continues to do so after any base change. Thus,
we only need to argue that it is also universally closed. For this, we consider the normalization
morphism rY Ñ Y, which, due to our setup over k and [SP, Lemmas 035Q and 035S], is finite
and surjective. These properties are preserved after base change along X Ñ Y, so, for proving
the remaining universal closedness of X Ñ Y, we may pass to X ˆY rY Ñ rY and assume that Y
is normal. The assumption now implies that the morphisms SpecpOsh

Y, yq Ñ Y lift to X , so, since
the latter is locally of finite presentation over k, we conclude from a limit argument that the map
X Ñ Y has a section étale locally on Y. In particular, after base change to some étale cover of Y,
by [SP, Lemma 0DTQ] again, we may assume that our universal continuous bijection X Ñ Y has a
section, a case in which it certainly is a universal homeomorphism. �

Theorem 4.3.8. Let S be a scheme, let X be a proper, smooth S-scheme with geometrically connected
fibers of dimension 1, let L be a Gm-torsor on X, let G be a quasi-split reductive group over X,
and let k be an algebraically closed S-field in which the order of the Weyl group of G is invertible.

(a) For an a P A♥
Lb2pkq and a dense open Ua Ă Xrs

a , the morphism of locally of finite type
algebraic k-stacks

ś

vPXkzUa
Mred

Lb2, a, v ˆ

ś

vPX
k
zUa

Pred
a,v Pa

(4.3.6.4)
ÝÝÝÝÝÑMLb2, a (4.3.8.1)

is a universal homeomorphism that induces an equivalence on the groupoids of R-points for
every seminormal, strictly Henselian, local k-algebra R.

(b) If k is the algebraic closure of a finite field22 and a P A♥
Lb2pkq is anisotropic in the sense that

the set of connected components π0pPaq is finite, then the universal homeomorphism (4.3.8.1)
is a finite morphism that is representable by schemes.

22The only purpose of the finite field assumption is to be able to apply results from [Ngô10], especially, [Ngô10,
proposition 4.15.1].
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Proof. Lemma 4.3.7 reduces the universal homeomorphism aspect to the claim about R-points. For
the latter, since a seminormal R is reduced (see §1.5), we already know from §4.3.6 that the map
(4.3.8.1) is fully faithful on R-points. For the essential surjectivity, fix an m P MLb2, apRq. By
the gerbe aspect of Remark 4.2.10 and the agreement of gLb2 and greg

Lb2 over trsL {W ensured by
Corollary 4.1.18, the restrictions m|Ua and εL paq|Ua differ by a uniquely determined pJa|Uaq-torsor.
Thus, it suffices to show that this pJa|Uaq-torsor extends to a Ja-torsor over the entire Xk—we would
then be able to absorb it together with m into the source of (4.3.8.1). By Beauville–Laszlo glueing
(see Lemma 2.2.11 (b)), restriction to the punctured formal neighborhoods Rpptvqq of pXkqR along the
points v P XkzUa then reduces us to arguing the triviality of Ja-torsors over such Rpptvqq. However,
the Galois-theoretic description supplied by Proposition 4.2.13 implies that Ja|Rpptvqq is a torus that
trivializes over some W -torsor. Since #W is invertible in R, Theorem 3.2.4 ensures that

H1pRpptvqq, Jaq “ 0,

and it follows that m is in the essential image, as desired.

Assume now the setup of (b), so that, by [Ngô10, proposition 4.15.1], the source of (4.3.8.1) is
Deligne–Mumford with quasi-compact and separated diagonal. By §4.3.3, the diagonal of the
target of (4.3.8.1) is even affine. Thus, since the map (4.3.8.1) induces an equivalence on points
valued in algebraically closed fields, by the criterion [Čes17, Lemma 3.2.2 (b)] for which in the
Deligne–Mumford case it suffices to consider field-valued points as indicated there, it is representable
by algebraic spaces. By bootstrap [SP, Lemma 050N], this map is also quasi-separated, so the
valuative criterion [SP, Lemma 03KV] and the first part of the claim for R a valuation ring imply that
(4.3.8.1) is separated. However, by [Ryd10, Corollary 5.22], a separated universal homeomorphism
of algebraic spaces is representable by schemes. Thus, since it is also locally of finite type and, by
[SP, Lemma 04DF], integral, it is necessarily a finite morphism. �
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